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Abstract

This paper studies a scenario in which the occurrence of one or more
events in a discrete event system is subject to external restrictions
which may change unexpectedly during run-time. The system is mod-
eled as a timed event graph (TEG) and, in this context, the presence
of the aforementioned external restrictions has become known as par-
tial synchronization (PS). This phenomenon arises naturally in several
applications, from manufacturing to transportation systems. We develop
a formal and systematic method to compute optimal control signals for
TEGs in the presence of PS, where the control objective is tracking a
given output reference as closely as possible and optimality is understood
in the widely-adopted just-in-time sense. The approach is based on the
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formalism of tropical semirings — in particular, the min-plus algebra
and derived semiring of counters. We claim that our method expands
modeling and control capabilities with respect to previously existing
ones by tackling the case of time-varying PS restrictions, which, to the
best of our knowledge, has not been dealt with before in this context.

Keywords: partial synchronization, timed event graphs, just-in-time control,
min-plus algebra

1 Introduction

In this paper, we consider a scenario where the occurrence of one or more
events in a discrete event system is subject to restrictions imposed by exter-
nal signals, and where such external signals may change unexpectedly during
run-time. We employ the modeling formalism of timed event graphs (TEGs), a
subclass of timed Petri nets characterized by the fact that each place has pre-
cisely one upstream and one downstream transition and all arcs have weight
one. In particular, the former restriction implies that TEGs are not suitable
for modeling conflict or choice. They can, however, model certain synchro-
nization and delay phenomena, which are central in, e. g., manufacturing and
transportation systems. One advantage of TEGs is the well-known fact that in
a suitable mathematical framework, namely an idempotent semiring (or dioid)
setting such as the max-plus or the min-plus algebra, their evolution can be
described by linear equations (see [1] for a thorough coverage). Based on such
linear dioid models, an elaborate control theory has become available, mostly
focusing on optimality in a just-in-time sense: the aim is to fire all input transi-
tions as late as possible while guaranteeing that the firing of output transitions
is not later than specified by a reference signal. In a manufacturing context,
for example, the firing of an input and an output transition could correspond
respectively to the provisioning of raw material and the completion of a work-
piece. In general, a just-in-time policy aims at satisfying customer demands
while minimizing internal stocks. For a tutorial introduction to this control
framework, the reader may refer to [2].

The conditions for transition firings in TEGs are classically modeled by
standard synchronization, i.e., a transition can only fire after the firing of
certain other transitions, possibly with some delay, and the firing of one tran-
sition never disables another. In some applications, however, different forms
of synchronization arise. In this paper, we consider partial synchronization (or
PS, for short), which consists in the existence of external signals that limit
the time instants at which certain transitions in the system are allowed to
fire. This captures phenomena that arise in several scenarios of practical rele-
vance. In manufacturing, for instance, the occurrence of events corresponding
to turning on different high-power demanding machines may be restricted to
not occur simultaneously in order to avoid spikes in the energy consumption,
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or there may be time windows within which some equipment is scheduled
for maintenance and, therefore, cannot operate. In transportation networks,
the use of shared track segments by lower-priority lines can be thought of as
being restricted according to the predetermined schedules of higher-priority
lines. Building on preliminary results introduced in [3], we propose an orig-
inal approach to tackle the modeling and control of TEGs under such PS
restrictions.

In the above examples, it is reasonable to suppose that the external sig-
nals restricting the occurrence of certain events may vary over time. In the
manufacturing cases, the plans for utilizing heavy machinery or for performing
equipment maintenance may be updated, whereas in transportation networks
the availability of shared track segments to lower-priority lines may be altered
due, e.g., to delays in higher-priority ones. Thereby motivated, as the chief
novelty with respect to [3] and the main contribution of this paper, we addi-
tionally study the case in which partial-synchronization signals may change
during the operation of the system. To the best of what our literature research
could reveal, this problem has not been dealt with before in this context.

TEGs with PS were originally studied in [4-6], where they are modeled
by recursive equations with additional constraints over the max-plus and the
min-plus algebra; the authors develop a method for optimal feedforward con-
trol and MPC for this class of systems. In [7], a specific semiring of operators
is introduced to model the subclass of TEGs under periodic PS, where PS
restrictions are determined by periodic signals. An advantage of the operatorial
representation is the possibility to obtain a direct input-output relation (i.e., a
transfer function or transfer matrix) for the system, which allows to efficiently
compute the response to periodic inputs over an infinite horizon and solve
output-reference and model-reference control problems. In this contribution,
we make no periodicity assumption on the PS signals and propose a method
entirely based on the well-established semiring of counters (i.e., nonincreas-
ing formal power series over the min-plus algebra). We believe this makes our
model more intuitive and easier to interpret than that in [7] and, most impor-
tantly, it allows us to harness the benefits of having a transfer relation for the
system while encompassing the general class of TEGs under (not necessarily
periodic) PS treated in [4-6].

Other classes of systems somewhat related to TEGs with PS have been
investigated in the past decades. Katz [8] and Maia et al. [9, 10] consider
(A, B)-invariant and semimodule subspaces in order to compute a control
enforcing certain restrictions on the state of the system. This can be applied,
for instance, to ensure that the sojourn time of tokens through the system
belongs to a given interval. Note that this models a different phenomenon
from that of TEGs with PS, where the permission to fire certain transitions is
successively granted and revoked according to external signals but no upper
bound for their firing times is directly imposed. In [11], the authors study TEGs
with soft synchronization, where the synchronization between certain transi-
tions in the system can be broken at a cost. For example, an operation may
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be allowed to start without waiting for the conclusion of delayed predecessor
operations, hence preventing the propagation of delays but incurring penalty
costs. Dually to PS, where external signals impose additional restrictions, in
this case external decisions can overrule standard synchronization constraints
based on a trade-off between performance criteria and penalty costs. Finally, it
is worth mentioning that a phenomenon analogous to PS has been studied by
the scheduling community, where the external restrictions for the occurrence
of certain events are often referred to as availability constraints (see, e.g., [12]
and references therein). A closer comparison of our results with such schedul-
ing methods is beyond the scope of this paper and remains as an interesting
subject for future work.

The paper is organized as follows. Section 2 summarizes relevant facts on
idempotent semirings. In Section 3, a method for the modeling and optimal
control of TEGs with PS is discussed. As the main novelty of this paper, the
method is enhanced in Section 4 in order to handle TEGs with varying PS
restrictions. Section 5 provides a step-by-step summary of the method, serving
as a guide to facilitate its application, which is illustrated with an example in
Section 6. Our conclusions and final remarks are presented in Section 7.

2 Preliminaries

The purpose of this section is to make the paper largely self-contained. We
present a summary of some basic definitions and results on idempotent semir-
ings and timed event graphs — for a more exhaustive discussion, the reader
may refer to [1] — and touch on some topics from residuation theory and
control of TEGs (see [13] and [2]).

2.1 Idempotent semirings

An idempotent semiring (or dioid) D is a set endowed with two binary
operations, denoted @ (sum) and ® (product), such that: @ is associative,
commutative, idempotent (i.e., (Va € D)a ® a = a), and has a neutral
(zero) element, denoted €; ® is associative, distributes over @, and has a
neutral (unit) element, denoted e; the element € is absorbing for ® (i.e.,
MaeD)a®@e=c®a=c¢).

As in conventional algebra, the product symbol ® is often omitted.
Throughout this paper, we assume that the product has precedence over all
other operations in a dioid. More precisely, for any operator ® on D and for
all a,b,c,d € D, an expression like ab ® cd is to be read (a ® ) ® (¢ ® d).

A canonical order relation can be defined over D by

(Va,beD)a=<b < adb=>b. (1)
Note that e is the bottom element of D, as (Va € D) e < a.

An idempotent semiring D is complete if it is closed for infinite sums and if
the product distributes over infinite sums. For a complete idempotent semiring,
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the top element is defined as T = €
operation, denoted A, by

zep T, and the greatest lower bound

(Va,beD) anb = P =.

rz=a,r=b

Operation A is associative, commutative, and idempotent, and the following
equivalences hold:

(Va,beD) adb=b < a=b<s ahb=a.

The set Z = Z U {—00, 400}, with the minimum operation as & and
conventional addition as ®, forms a complete idempotent semiring called min-
plus algebra, denoted Zyin, in which € = 400, e =0, and T = —oo. Note that
in Zmin we have, e.g., 2@ 5 = 2, so 5 < 2; the order is reversed with respect
to the conventional order over Z.!

Remark 1 ([1]) The set of n X n-matrices with entries in a complete idempotent
semiring D, endowed with sum and product operations defined by

(A D B)ij = Aij D Bij ,

n
(A® B)ij = D (Aix ® By;j),
k=1
for all 4,5 € {1,...,n}, forms a complete idempotent semiring denoted D"*™. Tts

unit element (or identity matrix) is the n X n-matrix with entries equal to e on the
diagonal and ¢ elsewhere; the zero (resp. top) element is the n X n-matrix with all
entries equal to ¢ (resp. T). The definition of order (1) implies, for any A, B € D"*",

A=<B < (V’L',jE{l,...,n})AijjBij.

It is possible to deal with nonsquare matrices in this context by suitably padding
them with e-rows or columns; this is done only implicitly, as it does not interfere
with the relevant parts of the results of operations between matrices.

In this paper, we shall denote the i row and the jth column of a matrix A by
A[i_] and A[.j], respectively. In the case of row or column vectors, i.e., a € DX or

a € D™ with n > 2, we denote the ith entry simply by a;.

A mapping I1 : D — C, with D and C two idempotent semirings, is isotone
if (Va,b € D)a <b=T1(a) <X TI().

Remark 2 The composition of two isotone mappings is isotone.

Tt is worth noting that the (perhaps more widely known) max-plus algebra Zomax, defined like

Zmin but with the maximum instead of the minimum operation and hence ¢ = —o0, e = 0, and
T = 400, is isomorphic to Zmin — take, e.g., the isomorphism Zmax 3 @ = —a € Zmnin. Both
Zmin and Zmax are, in fact, idempotent semifields, as every nonzero element a has a multiplicative

inverse, namely —a.
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Remark 3 Let II be an isotone mapping over a complete idempotent semiring D, and
let ¥ = {z € D[II(z) = z} be the set of fixed points of II. It follows that A, ¢y y
(resp. P,y y) is the least (resp. greatest) fixed point of II.

Algorithms exist which allow to compute the least and greatest fixed points
of isotone mappings over complete idempotent semirings. In particular, the
algorithm presented in [2] is applicable to the relevant mappings considered in
this paper.

In a complete idempotent semiring D, the Kleene star operator on a € D
is defined as a* = @)~ a’, with a® = e and a’ = a*~! @ a for i > 0.

Remark 4 ([1]) The implicit equation z = axz®b over a complete idempotent semiring
admits x = a*b as least solution. This applies, in particular, in the case z,b € D™ and
a € D™ (cf. Remark 1). Moreover, if z is a solution of x = az ® b, then z = a*=.

2.2 Semirings of formal power series

Let s = {s(t)},cz be a sequence over Zmiy. The d-transform of s is a formal
power series in § with coefficients in Z,;, and exponents in Z, defined by

We denote both the sequence and its d-transform by the same symbol, as no
ambiguity will occur.

In this paper, each term s(t) of a sequence will refer to the accumulated
number of firings of a certain transition up to time ¢. Naturally, this interpre-
tation carries over to the terms of a series corresponding to the §-transform of
such a sequence. A series s thus obtained is clearly nonincreasing (in the order
of Zmin, which, as pointed out before, is the reverse of the standard order of
Z), meaning s(t — 1) = s(t) for all t. We will henceforth refer to such series as
counters.

The set of counters (i.e., nonincreasing power series), with addition and
multiplication defined by

s@ s’ =Pst) & s'(1)d",

tezZ
sos =P (P @st-m)d,
t€Z T€L

is a complete idempotent semiring, which we denote by .. It has zero element
se given by sc(t) = € for all ¢, unit element s, given by s.(t) = e for t <0 and
Se(t) = ¢ for t > 0, and top element st given by st(t) = T for all ¢. In fact, it
is easy to see that s, s, respectively st are indeed the zero, unit, respectively
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Fig. 1 Counter s = e8> @ 167 @ 3610 @ 46+°.

top elements in ¥: Vs € ¥, Vt € Z,

(s @ 5)(t) = s(t) ® se(t) = 5(t) 5
(s ®s.)(t) = $(T) ® se(t — 1)
TEL
=D s()
= s_t) (as s is nonincreasing) ;
(s@sT)t)=st)®sT(t)=T.

The definition of order (1), together with the addition operation on counters
defined above, imply that the order in ¥ is taken coefficient-wise, i.e., for any
5,8 €%, 5 =5 & (VteZ)s(t) < (t).

Counters can be represented compactly by omitting terms s(¢)§* whenever
s(t) = s(t + 1). For example, a counter s with s(t) = e for t < 3, s(t) = 1 for
3<t<T7, s(t)=3for7 <t<10, and s(t) = 4 for ¢ > 10 can be written
s=ed3®16" P 3510 @ 451°°. If associated with the firings of a transition in a
TEG, counter s would encode a first firing occurring at time 3, then two more
firings at time 7, and the fourth and last firing at time 10. This is graphically
illustrated in Fig. 1, where the squares indicate the terms appearing in the
compact notation. It is also common to omit terms with e-coefficients. For
instance, for any 7 € Z, the counter with coefficients equal to e for ¢t < 7 and
e for t > 7 is simply denoted by ed”; in particular, with 7 > 0, for any s € &
we have

(s@ed™)(t) = @ s(Yy@e @ @ s(tYy@e

t>t—7 v <t—r
= D =)
t'>t—1
=s(t—7) (as s is nonincreasing)

for all ¢ € Z, i.e., multiplication by ed” can be seen as a backward shift
operation by 7 time units.
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2.3 Residuation theory

Residuation theory provides, under certain conditions, greatest (resp. least)
solutions to inequalities such as f(z) < b (resp. f(x) = b).

Definition 1 An isotone mapping f : D — C, with D and C complete idempotent
semirings, is said to be residuated if for all y € C there exists a greatest solution to
the inequality f(z) < y. This greatest solution is denoted fﬁ(y)7 and the mapping
P D,y Pf{x e D] f(zx) <y}, is called the residual of f.

Mapping f is said to be dually residuated if for all y € C there exists a least solution
to the inequality f(z) > y. This least solution is denoted f (y), and the mapping

fiC—D, y— N{z € D| f(z) = y}, is called the dual residual of f.

Note that, if equality f(z) = y is solvable, f*(y) yields its greatest solution
(as long as mapping f is residuated, understood). Similarly, provided f is
dually residuated, the least solution is given by f*(y).

Theorem 1 ([13]) Mapping f as in Def. 1 is residuated if and only if there exists
a unique isotone mapping f* : C — D such that (Vy € C)f(fﬁ(y)) <y and (Vz €

D) f*(f(x)) = =.

Remark 5 For a € D, mapping L, : D — D, x — a ® x, is residuated; its residual
is denoted by Lg(y) = afy (§ is the “left-division” operator). More generally, for
A€ D™ mapping Ly : D™*P — D"*P X + A® X, is residuated,; L%(Y) =
ARY € D™*P can be computed as follows: for all 1 < i < m and 1 < j < p,
(ARY )55 = Aj—1 Ari®Y%; -

2.4 The Hadamard product of counters

Definition 2 ([14]) The Hadamard product of s1,sa € 3, written s; © sa, is the
counter defined as follows:

(Vt S Z) (81 ® 52)(t) = Sl(t) ® Sz(t) .

The Hadamard product is associative, commutative, distributes over &
and A, has neutral element ed*t>°, and s is absorbing for it (i.e., (Vs € X)
SO Se = Se).

Proposition 2 ([14]) For any a € X, the mapping llg : ¥ — X, z — a O x, is
residuated. For any b € X, Hg(b), denoted b &F a, is the greatest x € % such that
a®x=<b.

Proposition 3 ([15]) For a € X, let Do = {z € Y|z = s if It €
Z with a(t) = —oo}, and Cqo = {y € X | (Vt € Z) a(t) € {—o0, +o0} = y(t) = +oo}.
The mapping g : Dqg — Ca, x — a ® x is dually residuated for any a € 3. Its dual
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Fig. 2 Graphical illustration of s = “s; — s2” ¢ £ ((0) in comparison with s ®f s2 (#)
and s; @ so (b), where s1 = 16 @ 364 @ 55T and s2 = 60 @ 162 @ 26°% @ 3617°°. One
can see that s; ©f so is the closest counter approximation of s from below in the sense of a
coefficient-wise order like that of ¥ (or from above, in the graphical sense); similarly, s1 O s9
is the closest counter approximation of s from above in the sense of a coefficient-wise order
like that of ¥ (or from below, in the graphical sense).

restdual is denoted by HZ (y) = y@b a and corresponds to the least x € ¥ that satisfies
a®T>ry.

Given two counters s1,s2 € ¥, the series s defined by (Vt € Z)s(t) =
51(t) — so(t) is not necessarily a counter; s; ®F sy is the greatest counter less
than or equal to s (in the sense of a coefficient-wise order like that of 3).
Similarly, provided the conditions from Prop. 3 are met, s; ®” s, is the least
counter greater than or equal to s. These ideas are graphically illustrated in
Fig. 2.

2.5 TEG models in idempotent semirings

Timed event graphs (TEGs) are timed Petri nets in which each place has
exactly one upstream and one downstream transition and all arcs have weight
1. With each place p is associated a holding time, representing the minimum
time every token needs to spend in p before it can contribute to the firing
of its downstream transition. In a TEG, we can distinguish input transitions
(those that are not affected by the firing of other transitions), output tran-
sitions (those that do not affect the firing of other transitions), and internal
transitions (those that are neither input nor output transitions). In this paper,
for simplicity we shall limit our discussion to TEGs with a single output tran-
sition, which we denote y; input and internal transitions are denoted by u;
and z;, respectively. Fig. 3 shows an example of a TEG, with input transitions
uy and wug, output transition y, and internal transitions x1, zo, and x3.

Fig. 3 A TEG with two inputs u; and ug, a single output y, and three internal transitions
r1, x2, and x3.
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A TEG is said to be operating under the earliest firing rule if every internal
and output transition fires as soon as it is enabled.

With each transition z;, we associate a sequence {z;(t)},.7z, for simplicity
denoted by the same symbol, where z;(t) represents the accumulated number
of firings of x; up to time ¢. Similarly, we associate sequences {u;(t)}, 7 and
{y(t)},cz with transitions u; and y, respectively. By inspection of Fig. 3, one
can see that, at any time ¢, 1(¢) cannot exceed the minimum between w1 (t)
and xo(t — 1) + 2. This can be expressed in Zpy;, as

(Vt € Z) z1(t) = ult) ® 2za(t — 1) (2)

Under the earliest firing rule, (2) turns into equality and, through the
d-transform, can be written in ¥ as

1 =ud 20 .

We can obtain similar relations for xo, z3, and y; then, defining the vectors

A
u
u = s r = o ,
U2
€3
we can write
se 201 s, e s,
z = |ed® s. 16°|xz @ | s ed®|wu,
s. ed* s, Se  Se

y = [sg Se 6(50] T.
In general, a TEG can be described by implicit equations over ¥ of the form

r = Ax @ Bu,

y=Cz. ®)

From Remark 4, the least solution of (3) is given by
x = A*Bu and y=CA"Bu. (4)

We denote
F=A"B and G=CA"B, (5)

where G is often called the transfer matriz (or, in the case of a single input and
a single output, transfer function) of the system. For instance, for the system
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Fig. 4 Tracking of reference z (A) by the optimal output yopt () obtained in Example 1.

from Fig. 3, we obtain

ed® @ 264(165)* 261 (18%)*
F = ed3(15%)* (15%)* and G = [ed"(16%)* e6*(16%)*]. (6)
ed”(16%)* ed*(16%)*

These computations can be performed with the aid of the toolbox introduced
in [16].

2.6 Optimal control of TEGs

Assume that a TEG to be controlled is modeled by equations (3) and that an
output-reference z € ¥ is given. Under the just-in-time paradigm, we aim at
firing the input transitions the least possible number of times while guaran-
teeing that the output transition fires, by each time instant, at least as many
times as specified by z. In other words, we seek the greatest (in the order of
Zumin) input (vector) u such that y = Gu < z. Based on (4) and Remark 5, the
solution is directly obtained by

Uopt = G&2Z. (7)

Ezample 1 For the TEG from Fig. 3, suppose it is required that the accumulated
number of firings of y be e (= 0) for ¢ < 14, 1 for 14 < ¢ < 23, 3 for 23 < ¢ < 29, and
4 for t > 29. In other words, one firing is required by time 14, then two more by time
23, and finally one more by time 29. This can be represented by the output-reference

z=ed @167 0367 @45t
Applying (7), we obtain the just-in-time input

ulom} _ {654 @ 1610 @ 2610 @ 3622 @ 46+

Uopt = [u2 87 1613 2619 @ 3625 @ 45t |

opt

and the corresponding optimal output is
Yopt = Guiopt = €' @ 167 & 263 @ 362 @467 .

One can easily verify that indeed yopt < z, as illustrated in Fig. 4.
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P

. Q‘/
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Fig. 5 Appended structure (in gray) to represent PS of internal transition z, in a TEG.

3 Modeling and optimal control of TEGs under
fixed partial synchronization

The behavior of TEGs with partial synchronization (PS) cannot be modeled
solely by equations like (3). In this section, we propose a way to express PS in
the context of counters and to obtain optimal (just-in-time) inputs for TEGs
with partially-synchronized transitions.

3.1 The concept of partial synchronization

A general way of characterizing the partial synchronization phenomenon is the
following: the firings of a TEG’s partially-synchronized (internal) transition x,
are subject to a predefined synchronizing signal S : Z — Z. | where

min’

Z:lm =1{a € Zmin e < a =€} C Znin
is the set of finite nonnegative (in the standard sense) elements of Zonin. More
precisely, an additional condition for the firing of x, — besides the ones from
standard synchronization as expressed in (3) — is imposed; namely, at any
time t € Z, x, can only fire if S(t) # e, in which case it can fire at most S(t)
times. If S(t) = e, x, is not allowed to fire at time ¢. Note that limiting S to
only assume finite values is not restrictive, as they can be arbitrarily large. In
Zomin, this condition on z, reads as

(VtE€Z) z,(t) = S{t) @, (t—1). (8)

Signal S as above defines a sequence {S(t)},.z over Zonin. It should be
clear, however, that this sequence is not necessarily nonincreasing (in the order
of Zmin), and thus its é-transform may, in general, not be a counter. In the
sequel, we present a way to capture the effects of PS within the domain of 3.

3.2 Modeling of TEGs under partial synchronization

‘We now propose an alternative perspective to model PS in TEGs. The method
consists in appending to any partially-synchronized transition x, the struc-
ture shown in Fig. 5. At any given time ¢, the number of tokens in place p,
corresponds to how many firings PS allows for z, at ¢. For this to correctly
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represent the restrictions on z, due to PS, the number of tokens in p, needs
to be managed accordingly, which is made possible by assigning appropriate
firing schedules to transitions p and «. Suppose z, is to be conceded k fir-
ings at time ¢. Then, p will fire k times at ¢, inserting k tokens in p,.. These
will remain available for only one time unit, during which they enable up to
k firings of x,. Note that the number of tokens inserted in p, provides only
an upper bound to the number of times x, can fire at time ¢, but it is not
known a priori how many firings (if any) x, will actually perform. The role of
transition £ is to make the mechanism independent of how often x, fires by
returning to p, at time t 4 1 all the tokens consumed by z, at t. In fact, as the
earliest firing rule is assumed, based on Fig. 5 we have £(t) = z,(t — 1) for all
t € Z (or simply & = ed'z,). Then, at time ¢+ 1, z,’s “right to fire” is revoked,
which is carried out by scheduling k firings for « so that p, becomes empty.
Formally, o = ed'p. In order to avoid any (nondeterministic) dispute between
«a and z, for the tokens residing in p, at £+ 1, the final touch is to assume that
« has higher priority than z,, meaning the firing schedule of x, must be deter-
mined under the hard restriction that it cannot interfere with that of . The
described mechanism is initialized as follows: if z, is first granted the right to
fire at time 7, define p(t) = e for all ¢t < 7.

Ezample 2 Consider the TEG from Fig. 3 and suppose transition xo is partially
synchronized, with the following restrictions: it may only fire at times

teT ={[4,6]U[10,12] U[18,19] U [24,27] U [31,32]} C Z,

and at most once at each ¢t € 7. This PS is modeled through the structure described
above, as shown in Fig. 6, with

e ift<4;
pt)=91®pt—-1) ift—1€T;
p(t—1) ift—1¢7T andt>4.

Explicitly, we have
p =est @15° ©26° @350 @ 46 @ 5612 ¢ 661° @ 7610 @ 8524
@ 9525 @ 1052 @ 116%7 @ 1263 @ 13632 @ 146 7°° .

Recall that the schedule for « is then determined as a = ed'p, i.e., by shifting that
of p backwards by one time unit.

It should be clear that the overall system resulting from the method
described above is no longer a TEG, as place p, has two upstream and two
downstream transitions. As a consequence, it cannot be modeled solely by lin-
ear equations such as (3). In order to capture the restrictions imposed by PS
on a transition x,, we need to be able to express the relationship among tran-
sitions (and corresponding counters) p, «, z,, and £. For this, the Hadamard
product of counters is used.

Recall from Def. 2 that the Hadamard product amounts to the coefficient-
wise standard sum of counters. From the structure of Fig. 5 one can see that,
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« 1

P

u2 T2 1 &
ul T 3 4 T3 Yy
1 2

Fig. 6 TEG from Fig. 3 with internal transition o under PS.

at any time instant ¢, the combined accumulated number of firings of o and
x, cannot exceed (in the conventional sense) that of p and . The Hadamard
product allows us to translate this into the following condition:

With p, «, and £ defined as described in this section, inequality (9) fully
captures the restrictions imposed by PS on a transition z,.

Remark 6 The formulation presented in this section does not entail any loss of gen-
erality with respect to that of Section 3.1. If transition z, is partially synchronized
based on a synchronizing signal S, the structure of Fig. 5 can be adopted to imple-
ment the same PS for z, by defining, for all t € Z, p(t) = @,,S(7). Hence, the
accumulated number of firings of p by any time ¢ is equal to the total number of
firings of z, allowed by S up to ¢t — naturally, not all such firings are necessarily
performed by z,, i.e., in general we have z, > p. Recall that « is then automatically
defined as a = ed'p.

Remark 7 We shall henceforth assume that the firings of a partially-synchronized
transition z, can be allowed or prevented in real time, i.e., that there is a control
input transition w, with a single downstream place which is initially empty, has
zero holding time, and is an upstream place of x,. This is illustrated in Fig. 7 for a
general TEG, and it is the case, in particular, for the system from Example 2 (see
input ug in Fig. 6). Note that this assumption is compatible with the real-world
examples mentioned in the introduction; it is natural to assume that one is capable
of deciding (through a direct control signal) whether or not a machine or piece of

Fig. 7 Illustration of the assumption that there is an input transition u,, directly connected
to partially-synchronized transition x, (cf. Remark 7).
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equipment should be turned on, the same being true about granting permission for
a train/vehicle to enter a shared track segment.

We should emphasize that, even though from the point of view of the model
structure and the description of TEGs from Section 2.5 both transitions p and uy
characterize “inputs” connected to x,, their roles are conceptually very different.
Whereas uy, is indeed a control input whose firing schedule can be freely assigned,
the firings of p are assumed to be predetermined based on external factors, thus
enforcing the restrictions from PS, as explained above.

Remark 8 The modeling method presented in this section naturally applies to the
case of TEGs with multiple transitions under PS. Suppose that, in a given TEG,
out of the n internal transitions, I are partially synchronized, with I < n. PS is
modeled by appending an independent structure like the one from Fig. 5 to each
partially-synchronized transition x,, accordingly adding subscripts to transitions —
and corresponding counters — p,, £,, and «,. It is then straightforward to generalize
the previous discussion leading to condition (9), namely every z, must obey

PL@fL 2aOx,. (10)

Based on Remark 7, we assume there is an input transition uy connected to each
partially-synchronized transition x, via a place with zero holding time and no initial
tokens.

3.3 Optimal control of TEGs with a single
partially-synchronized transition

Consider a TEG modeled by linear equations (3), and suppose one of its inter-
nal transitions, z,, is partially synchronized. We represent the PS phenomenon
through the structure shown in Fig. 7, as discussed in Section 3.2, including
input transition u,, according to Remark 7. Recall that counters p and o = ed'p
are predetermined. Given an output reference z, our objective is to obtain the
optimal input uept Which leads to tracking the reference as closely as possible
while respecting the partial synchronization of x, described by p, i.e., we seek
the largest counter u such that y = Gu < z and such that (9) holds.

Let us start by noting that, as (4) describes the behavior of the TEG
operating under the earliest firing rule, for an arbitrary input u € ¥™*! leading
to a schedule of z, that respects (9), the schedule of all internal transitions
can be uniquely determined through matrix 7 = A*B € ¥"*™  where n is
the number of internal transitions and m the number of inputs in the TEG.
Denoting the /™ row of F by F,., we have z, = F|,ju. Applying this to (9),
together with the fact that & = edlz, and a = ed'p (cf. Section 3.2), we can
write

p@e&lf[L.]u = 651p®.7-'[L.]u . (11)

Recalling Proposition 2, inequality (11) is equivalent to

eélf[L.]u < (ed'p® Fliqu) o p,
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which, in turn, is equivalent to (cf. Remark 5)
u =2 e§ F [(ed' p © Fqu) o Pl . (12)

Finding an input which leads to tracking the reference while respecting (9)
thus amounts to simultaneously solving u < G§z and (12), i.e., solving

u < e Fi8[(ed'p © Fpqu) ©F p] A Gz,
which is equivalent to
u = 661.7:.[“]2?[(651;)@.7“.]71) o p] A Gz A u.

The optimal input uep is, therefore, the greatest fixed point of mapping
P - mel N mel

D(u) = eélf[b.]?y[(eélpca]-'[b]u) of p| A G&z A u. (13)

Notice that ® consists in a succession of order-preserving operations (product
®, Hadamard product ® and its residual ®f, left-division §, and infimum
A), which, in turn, can be seen as the composition of corresponding isotone
mappings (for instance, following the notation of Prop. 2, s1 ® s corresponds
to Il (s2), and similarly for the other operations). Therefore, according to
Remark 2, ® is also isotone; Remark 3 then ensures the existence of its greatest
fixed point.

Ezample 3 Let us revisit Example 1, only now with transition zg partially syn-
chronized as in Example 2. For the TEG from Fig. 3, from (6) we have Fj3,) =
[653(156)* (156)*]. With p and « defined as in Example 2, we compute the greatest
fixed point of mapping ® to get

SR [ 0 ed® @167 @ 261° @ 3622 @ 467°°
P ug, | 08 @161 @ 26" @ 360 @ 461
The corresponding optimal output (see Remark 9, below) is
Yopt = Guopt = €50 @ 160 & 263 @ 362 @ 467> .

The resulting reference tracking is illustrated in Fig. 8; as expected, performance
is clearly degraded due to the additional restrictions imposed by PS, meaning the
reference cannot be tracked as closely as in the case without PS (compare with Fig. 4).

Z(t):yupl‘(t) A A A Ao
A A A A A A
e o o o o o

e 00 e AALAANAANANANANNNAN

7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 ¢

Fig. 8 Tracking of the reference z (A) by the optimal output Yopt (@) obtained in Exam-
ple 3.
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Remark 9 Due to the additional restrictions for the firing of a partially-synchronized
transition, in general it may be the case that a TEG under PS does not behave purely
according to (3), and hence y # Gu. Nonetheless, since in the presented method the
firing schedules of all input transitions are computed so as to respect condition (9) and
to be just-in-time, a partially-synchronized transition z, is only going to be enabled
when PS indeed allows it to fire. That is to say, the additional restrictions are dealt
with offline in the computation phase, and the obtained optimal inputs guarantee
that the evolution of the system will follow (3), as if unaffected by PS constraints.
To put it in a formal way, as z.,,, = F|,.Juopt and as z,,,, satisfies (9), we have
Zopt = Fuopt and hence yopt = Guopt. Naturally, the same reasoning carries over to
the case of multiple partially-synchronized transitions, to be discussed in Section 3.4.

Remark 10 For the just-in-time input uept obtained through the method presented
in this section, it holds that F[L,]uopt = Un,p, - Intuitively, as uopt is computed so that
Tiop, = F.]Uopt Tespects condition (9), this means the control input u, enabling z,
to fire is always provided exactly within the time windows in which PS allows z, to
fire.

To show this, first note that, since F[,.juopt = Tiope = Unops, it suflices to prove
that FJ,.juopt = Unep,- The proof goes by contradiction. Assume F,.juopt 2 Ungpe s
and consider the input @ € %! with

4. = J Wiop @ Fluuopt , for k=1,
. =
Ukiopt 5 for k # 7.
Because input transition uy) is connected to ., via a place with no initial tokens and

zero holding time (see Remark 7 and Fig. 7), for matrix B € X™*™ as in (3) it
follows that, for all u € {1,...,n},

Se, forpu=u,
B = 14
K {sg, for u #t¢. (14)

So, denoting the nth column of B by By, for any j € {1,...,n} we have
Fin = [A*B]jn = [A*][j.]B[.n] = [A*]jb. (15)
Moreover, as Topt, is a solution of (3) and, therefore, Topy = A*Zopt (cf. Remark 4),

we have
n

xjopt = [A*][j']xopt = @[A*]jﬂxl"opt t [A*]joLopt .
p=1

Combined with (15), this means
Tjope = FjnTiop: (16)

for all j € {1,...,n}. Then,
m
}—[J]a = @]:j"u'“om @ 'F.j'r](unopt 69]:[L.]uopt)
o
m
= @fjnunopt D FinUneps @ FinF|,. Uopt

k=1

Sl
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m
= @fjnunopt 5% ]:jn]:[b.]uopt
k=1
= ]'—[j.]uopt ® ]'-jn]:[b.]uopt
= ]:[j.]uopt s
where the last equality follows from (16) and the fact that JFi;.juopt = zj,,, for all
j €{1,...,n} (which includes, of course, the case j = ¢). This implies Fu = Fuopt
and thus, recalling from (5) that G = C'F, also Gu = Guops < 2, 50 & % Gz.
Furthermore, the fact that J-"[L_]ﬁ = F|,.]Uopt as shown above implies u satisfies
(12), so we conclude that @ is a fixed point of mapping ®. But & > uept and o # uept,
contradicting the fact that uopt is the greatest fixed point of ®.

3.4 Optimal control of TEGs with multiple
partially-synchronized transitions

Consider a TEG modeled by linear equations (3), and suppose I out of its
n internal transitions are partially synchronized. We assume, for ease of dis-
cussion and without loss of generality, that the corresponding counters x, are
the first I entries of vector x € X"*!. The PS of each partially-synchronized
transition z,, ¢ € {1,...,I}, is again represented by a structure like the one
from Fig. 7, accordingly adding subscripts to transitions — and corresponding
counters — p,, £,, and «,. The assumptions from Remark 8 concerning input
transitions u,, connected to each x, are in place.

Besides tracking a given reference z as closely as possible, the optimal
input must now be computed ensuring that (10) holds for every ¢ € {1,...,I}.
Following the same arguments as in Section 3.3, one can see that inequality
(10) is equivalent to

u = e Fig8[(ed p, @ Fqu) of p] - (17)

Recall that Fj, is the " row of F = A*B as in (4), i.e., for an input u that
leads to respecting (9) for every ¢ € {1,...,I} we have x, = F,.ju.
Defining the collection of mappings ®, : ¥*1 — Rmx1

D,(u) = ed' Fi 8[(ed p, © Fpqu) % p.]
where m is the number of input transitions in the system, an input v € X!

satisfying (17) simultaneously for all ¢ € {1,..., I} while respecting reference
z is such that

I
u = /\<I>L(u) and u=Gy{z
=1

or, again through a reasoning similar to the one put forth in Section 3.3,

I
u = /\@L(u) A G&z A u.
=1
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Hence, the input uept which optimally tracks the reference while respecting
(17) for all ¢ € {1,...,I} is the greatest fixed point of the (isotone) mapping
6 . mel - mel

N K

I

B(u) = \Pu(u) A Gyz A u. (18)

=1

Remark 11 Similarly to Remark 10, the method presented in this section yields a
just-in-time input uept such that Flitopt = Uigp for every ¢ € {1,...,I}. Again the
intuition behind this fact is that, as the method guarantees that x,,,, = Flu Uopt
obeys (10) for all « € {1,...,I}, no partially-synchronized transition z, is ever
enabled to fire by the corresponding control input u, unless it is also allowed to fire
by the PS restrictions.

To show this, let us first recall from Remark 8 that we can assume, without loss
of generality, that n = ¢ whenever uy is connected t0 .. As F[,JUopt = Tiops = Utops
for every ¢ € {1,...,I}, all that needs to be proved is that FloqUopt = gy
for all . The proof is again done by contradiction. Note that negating the claim
“Fuquopt = Uiy, for all ¢ € {1,...,I}” implies assuming there exists t € {1,...,1}
such that Flzjuopt £ ug, - Now, seeing as the arguments from Remark 10 are valid
for an arbitrary ¢, the remainder of the proof proceeds identically to the referred
remark, only replacing ¢ and n with 7.

4 Optimal control of TEGs under varying PS

In this section, as the main contribution of this paper, we extend the results
presented in Section 3 to the case of varying PS, i.e., where the restrictions
on partially-synchronized transitions may change during run-time. We start
with the simpler case of TEGs with a single partially-synchronized transition
(Sections 4.1 and 4.2) and then proceed to generalize to the case of multiple
partially-synchronized transitions (Section 4.3). In order to avoid breaking the
flow and improve readability, some proofs are postponed to the appendix.

4.1 Problem formulation — the case of a single
partially-synchronized transition

Consider a system modeled as a TEG with n internal transitions — one of
which, z,, is partially synchronized — and m input transitions — one of which,
Uy, is connected to x, via a place with no initial tokens and zero holding time,
according to Remark 7. Assume the system is operating optimally with respect
to a given output-reference z, with optimal input wup¢ obtained according to
the method presented in Section 3.

Now, suppose that at a certain time T the restrictions due to PS are altered,
which, in terms of the modeling technique introduced in Section 3.2, means the
firing schedule of transition p is updated to a new one, p’. Naturally, as past
firings cannot be altered, it must be the case that p/(t) = p(¢) for all ¢t < T.



Springer Nature 2021 BTEX template

20 A tropical-algebraic method for the control of TEGSs with PS

Define, inspired by [17], the mapping r, : ¥ — ¥ such that, for any s € 3,
r(s) is the counter defined by

s(t), ift<T,

19
€, ift>1T. (19)

[rr(8))(t) = {

We then have r,(p') = ry(p) — and thus, recalling that o = ed'p, the
schedule of transition « is also updated to o with 75, )(e) = 17, (c).
Based on (9), the new restrictions imposed by PS on z, can be expressed by

POt =do,. (20)

Our goal is to determine the input ugpt which preserves uqpt up to time 7" and
which results in an output that tracks reference z as closely as possible, while
guaranteeing that the resulting firing schedule for z,, denoted xiopt, observes
the restrictions from PS expressed by (20). Recall, as argued in Section 3.3,
that we can express the firing schedule of x, in terms of u as r, = F,u,
where Fj, is the ™ row of 7 = A*B as in (4). Combined with the fact that
¢ =edlz, and o = edlp’ (cf. Section 3.2), this means we can write (20) as

P ©es' Fyu = es'p © Fqu. (%)

Let us now extend the definition (19) of mapping r, to matrices, for sim-
plicity using the same notation: for A € ¥P*9, r,. is applied entry-wise, i.e.,
[TT(A)L,], = 7 ([A];;) for any i € {1,...,p} and j € {1,...,q}. The problem
described above can then be stated as follows: find the greatest element of the
set

9={uce ¥ | Gu < z and (%) and 7 (u) = 7 (Uopt) }- (21)

4.2 Optimal update of the inputs — the case of a single
partially-synchronized transition

As a first step towards determining the greatest element of set Q defined in
(21), let us state the following result, which is an adaptation of Theorem 1
from [17].

Proposition 4 Let D be a complete idempotent semiring, f : D — D a residuated
mapping, ¢ : D — D, and c € D. Consider the set

Sy ={z € D]z 2 ¢(z) and f(z) = c}
and the isotone mapping ) : D — D,
Qz) = = Ap(x) A He).
If Sy # 0, we have Docs, = Bz € D|Q(z) =z}
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Now, notice that

(x) & ed'Fyu < (e8'p @ Fyqu) & pf
& u =2 ed Fx[(edty © Fgu) of p].

So, defining the mapping ¥ : ¥™x! — yymx1
U(u) = G¥z A ed' Fi 8 [(ed'p' © Fqu) @ o], (22)
set Q can be equivalently written as
Q={ueX™" |u=U(u) and rp(u) = rp(topt) }-

Moreover, consider the following fact.

Remark 12 Mapping r as defined in (19) is residuated. Its residual is the mapping
r% : ¥ — ¥ such that, for any s € %, rjnﬂ(s) is the counter defined by

s(t), ift<T,
s(T), ift>T.

In fact, rjﬁw is clearly isotone and we have, for any s € X, rp (r%(s)) =rp(s) < s and

r:?« (rp(s)) = r%(s) > s, so the conditions from Theorem 1 are fulfilled. Mapping rr}

is applied to matrices entry-wise, the same way as r.

A correspondence between set Q and set Sy, from Prop. 4 is thus revealed:
take D as X% ¢ as U, f as rp, and ¢ as rp(uept). Therefore, as long as
set Q is nonempty, recalling that mapping 7, is residuated (cf. Remark 12)
and r:,uw orp = r%, we can apply the proposition to conclude that the sought
optimal update of the input, u. ., is the greatest fixed point of mapping

F:EmX1 _>Zm><1’ opt?
D(u) = u A W(u) A rh(uep) - (23)

The next step is to investigate whether set Q is nonempty. With that in
mind, let us define the set

Q= {ue ™| (x) and rp(u) = rp(uopy) } 2 Q. (24)

‘We look for an element u of é that leads to the fastest possible behavior of the
system, i.e., to the least (in the order of X) possible counter y = Gu. If such an
input does not lead to respecting reference z, then, since multiplication by G
is order-preserving, clearly no input satisfying (x) and rp(u) = rp(uepe) will.
Formally, as shall be concluded in Corollary 7, @ # 0 < Gu < z.
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Even though 8) may not possess a least element, any input in O which leads
to the fastest possible schedule of the internal transitions while guaranteeing
that the restrictions due to PS are respected will result in the least possible
schedule for the output y.

In the quest for such an input, we observe that a bound for the firing
schedule of x, can be obtained from (20), as, recalling from Section 3.2 that
o =edtp and € = edlx,,

(20) = (P ©edtz,) @’ edtp < x,.2

The left-hand side of the latter inequality provides a bound for how small (in
the sense of the order of ¥) z, can be. It represents the maximal number of
firings allowed for x, under the PS-restrictions.

Furthermore, naturally no internal transition can fire more often than
enabled by the inputs. Considering that input firings that have occurred before
time T cannot be changed, the most often each input u, can possibly fire
from time 7" onward is encoded by the counter 7 (ux,,, ), which represents the
preservation of past firings and then an infinite number of firings at time 7.
Thus, Frp(uept) imposes a bound for z, limiting how often each internal tran-
sition can fire, i.e., we must have & = Frp(uopt); in particular, this implies
x, = Flrp(Uopt)-

We also require x to be a solution of (3), which, according to Remark 4,
implies # = A*z. In particular, this means we must have z, = [A*], g2 =
[A*],,z,. But recall from (15) that [A*],, = F.,,, so the above condition can be
written as x, = F,,7,.

Based on the foregoing discussion, any schedule for x, must obey

x, - [(p’ ®edlz,) o4 eélp’} © Florr(topt) ® Fup,,

which is equivalent to saying =, must be a fixed point of the (isotone) mapping
A:Y—=3X,

A(X) = [(0 @ed'x) & ed'p'] @ Fgrp(uops) ® Fupx ® x.  (25)

Remark 13 One can easily see that, for any u € é, ]:[L,]?I is a fixed point of A, because
— u satisfies (x), which is equivalent to

(0 © e Fiqu) @ ed'p’ < Fqu; (26)

N ‘F[L]E = ‘F[L]TT(ﬂ) = f[L']rT(qut);

2As p’ encodes the accumulated number of firings of transition p by each time instant ¢, which
corresponds to the accumulated number of firings granted to x, up to t, it is reasonable (and
entails no loss of generality) to assume that p’(t) ¢ {—oco0, +oo} for any finite time ¢t € Z. The
same holds, of course, for ed'p’, as [ed*p’](t) = p’(t — 1) for all t. Hence, according to Prop. 3,
mapping Heélp’ : 3 — ¥ is dually residuated.
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— 7 = Fu is a solution of (3), so Fjju = 2, = [A*],47 = [A*].2, = F,7,.

Remark 13 implies that any firing schedule of x, which is reachable from
the inputs and which is compatible with the restrictions due to PS and with
past input firings is in fact a fixed point of mapping A. What remains to be
investigated then is whether the least fixed point of A — which we shall denote
x, — is indeed feasible, i.e., whether there exists an input u which is an element
of Q and such that Fiqu = z,. In the following, we present a constructive
proof that the answer is positive.

Define the vector § € ¥™*1 such that, for all u € {1,...,m},

z,, ifp=mn,
0, = _
s, ifu#n,

and consider the input

TT(ulopt)

[S
|

TT(uopt) 0 = TT(qupt) S Z,| - (27)

Tp (umopt )

In order to show that Fj,.u = z,, first note that, as

A= Par =17 e Par o=, (28)

k>0 k>1

where A% = Z™*" is the identity matrix in ¥"*" (see Remark 1), it follows
that [A*LL b [I"X"]LL = S¢, 80 Fipt, = [A*]LLL > z,. On the other hand,
the fact that z, is a fixed point of A implies z, = F,,z,, and hence

‘/—.’“7£L =Z,. (29)
Then, we have

Fun = P Furr(uu,,) & Fulrolug,,) ®z,)

p=1
HFEN

m

= @}—LMTTWNOM) 2] }—LanWUOPt) & Fuz,
p=1
KN
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= @‘FLHTT(UHON) & Fiz,

p=1
= Fprr(tept) @ x, (because of (A3))
=z, (as z, is a fixed point of A).

Now, to prove that u € é, we begin by noticing that, because z, is a fixed

point of A,

(0 ©ed'z,) @ ed'p < x,.
Combined with the fact that F,.ju = z, as shown above, this implies taking
u = u satisfies (26), which is equivalent to ().

It remains to show that rp(u) = rp(uept). Note that, as rp o rp = rp,
for 1 # n it trivially holds that rp(w,) = rp(uu,,,). The problem is then
reduced to showing that rp(w,) = ¢ (rp(uy.,,) ® z,) = rp(uy,,, ), which, in
turn, as 7 distributes over @, is equivalent to r(uy,,, ) © ro(z,) = ro(ug,,, ),
or rp(z,) = rp(uy,,, ). Our argument will be based on the following result.

Proposition 5 rjﬁw(:mopt) is a fixed point of mapping A.

A consequence of Prop. 5 is that z, < r}l(mbopt) = rrf«(f[b]uopt). We also
know from Remark 10 that Fj.juops = uy,,,. Thus, as rp is isotone and

recalling that rp o r:,ﬁﬂ =T,

rr (iL) j rr (r’]ﬂ’ (unopt )) = TT(unopt) ’

concluding the proof that u € Q.

This does not guarantee, however, that Q # 0, as it is possible that Gu £ z
and hence u ¢ Q. Intuitively, if the new restrictions from PS on z, are more
stringent than the original ones, since up to time 7" we implemented just-in-
time inputs based on the original restrictions, it may be impossible to respect
both reference z and the new restrictions after T'. As we assume PS-restrictions
to be hard ones, this means we have no choice but to relax z, i.e., look for
a new reference z’ = z for which a solution exists. In fact, we seek the least
possible such 2’, in order to remain as close as possible to the original reference.
A natural choice is then to take 2’ = z @ Gu; as @ is performed coefficient-
wise on counters, this amounts to preserving the terms of z that can still be
achieved if u is taken as input, and relaxing those that cannot only as much
as necessary to be matched by the resulting output y = Gu. The following
proposition establishes that this is indeed the optimal way of relaxing z.

Proposition 6 Let Q' denote the set defined as Q in (21), only replacing z with 2,
and let u be defined as in (27). The least 2’ = z such that Q' # ) is 2’ = 2 ® Gu.
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Prop. 6 also provides a simple way to check whether set Q is nonempty.
Corollary 7 Let Q be defined as in (21) and w as in (27). Then, Q # 0 & Gu < z.

In the case Q turns out to be empty, define the mapping ¥’ : x> — ymx!
as U in (22), only replacing z with 2’ = z @ Gu. Following the same procedure
as before, we can apply Prop. 4 — only now taking ¢ as ¥’ instead of ¥ — to
conclude that u/ is the greatest fixed point of mapping I : X1 — B!,

T'(u) = u AW (u) A rH(topt) - (30)

Ezample 4 Consider, once more, the system from Example 1, with transition zo par-
tially synchronized as in Example 2, and assume it is operating optimally according
to the input obtained in Example 3. Now, suppose that at time 7" = 14 the restric-
tions from PS are updated as follows: transition x2 is no longer allowed to fire at
times 18 and 19. This means that now z9 may only fire at times

te T ={[4,6]U[10,12] U [24,27] U[31,32]} C Z.

The new schedule p’ for transition p is defined similarly as in Example 2:

e ift <4;
Pt)=310pt—-1) ift—1eT;
pt—1) ift—1¢7 andt>4.

The explicit counter thus obtained is
P =es* ©16° ®25° 036" @ 46" @ 5612 @ 657 @ 757 @ 86%°
$ 95" ©106% ©116%% @ 1267

According to the discussion following Prop. 6, in order to check whether reference
z is still achievable — i.e., whether Q # () — we compute input u as indicated in (27);
for that, we first need to compute x5, which is the least fixed point of mapping A
defined in (25). Note that, as the total number of output firings required by reference
z is 4, we know the computed just-in-time inputs will not fire more than 4 times in
total, and consequently the same is true for transition zs. Thus, in order to simplify
computations, the initial counter x for computing the least fixed point of A may be
chosen such that x(t) > 4 for all t. As we also know that the obtained least fixed
point x5 will be such that z4 > .F[Z,]TT(Uopt)7 a natural choice for the starting point
of the fixed point algorithm is x = FarT (uopt) @ 467°°; the first term in the sum
represents the maximal (in the standard sense) possible number of firings of z2, and
the second truncates counter x so that the total number of firings does not exceed
4. We obtain

2y = €60 ® 162 @ 26°* @ 35% 45T
and then
_ €82 ®16° @ 2614 @ es T
L7 e6% 01612 @ 26% @ 363 @ 45T
This yields
Gu = 6" © 16" ©26%° ©35°° @ 45T £ 2,
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Fig. 9 Tracking of the new reference 2z’ (A) by the updated optimal output Yopt (o)
obtained in Example 4.

implying Q = 0. Thus, we need to relax reference z according to Prop. 6, which gives

2= et © 167 025 ©35%° @ 46T
Finally, the updated optimal input ugpt is obtained by computing the greatest fixed
point of mapping I', resulting in

o [e0? @18% 9 26% @357 @ a5

LT e85 @ 1612 @ 202 @ 363 @ 4ot

and
Yopt = Gubpy = €00 © 160 © 267 @ 358°° @ 467

The tracking of the new reference z’ by the updated output ygpt is shown in Fig. 9.

4.3 Problem formulation and optimal update of the
inputs — the case of multiple partially-synchronized
transitions

Consider a system modeled as a TEG with n internal transitions — I of
which are partially synchronized — and m input transitions. As in Section 3.4,
for ease of discussion and without loss of generality let us assume that the
corresponding counters z, are the first I entries of vector z € ¥"*!. Based on
Remark 8, we also assume there is an input transition u, connected to each
partially-synchronized transition x, via a place with zero holding time and no
initial tokens. Moreover, again to facilitate the discussion and without loss of
generality, let these inputs be the first I entries of the input vector u € ¥™*1,
and let 7 = ¢ whenever u, is connected to x,. Suppose the system is operating
optimally with respect to a given output-reference z, with optimal input wept
obtained according to the method presented in Section 3.

Now, suppose that at a certain time T the restrictions due to PS are altered
for some (possibly all) z,, ¢ € {1,...,I}. In terms of the modeling technique
introduced in Section 3.2, this means that, for each ¢ € {1,...,I}, the firing
schedule of transition p, is updated to a new one, p), with r(p,) = r+(p.)
(and with the possibility that p/ = p,). Recalling that we have a, = ed'p,,
the schedule of transition «, is thus also updated to o] with r(T+1)(aZ) =
T(r41) (). Based on (10), the new restrictions imposed by P'S on each partially-
synchronized transition x, can be expressed by

PLOE 2 a0, (31)

Our goal is to determine the input ugpt which preserves uqpt up to time 7" and
which results in an output that tracks reference z as closely as possible, while
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guaranteeing, for every ¢ € {1,..., I}, that the resulting firing schedule for z,,
denoted z,_ , observes the restrictions from PS expressed by (31).

Recall that we can express the firing schedule of each z, in terms of u as
r, = F|,.u, where F[, is the !t" row of F = A*B as in (4). Combined with
the fact that &, = edlz, and o = edlp! (cf. Section 3.2), this means we can
write (31) as

p, ©es' Flqu = ed'p, © Fu. (%*)

The problem described above can then be stated as follows: find the greatest
element of the set

V= {ue™™" | Gu=zand rp(u) = rp(uopt)

(32)
and () holds for all v € {1,...,1}}.

Along the lines of Section 4.2, we set out to look for the greatest element

of set V defined in (32) by noticing that
(xx) & e Fgu < (e8'p, ® Flqu) ©F p)
& u =2 ed Fly[(edtp] @ Fqu) o pl] .
Let us define, for each ¢« € {1,..., I}, the mapping ¥, : ¥™m*1 — ymx1

U, (u) = ed* F, x[(ed 0] © Fqu) @ pl]

and also the mapping ¥ : ¥m*1 — ymx1,

I
T(u) = Gyz A [\ W.(u). (33)

Note that u satisfying (%*) is equivalent to u < W¥,(u), so we can write set V
equivalently as

V= {u e X |y < U(u) and rp(u) = ?“T(uopt)}.

The problem stated above can then be solved by applying Prop. 4, taking D as
ymxl o) as W, f as rq, and ¢ as o (uept ). Thus, as long as set V) is nonempty,
recalling that mapping r is residuated (cf. Remark 12) and rqﬁw orp = rqﬁw, the
sought optimal update of the input, uy,,q, is the greatest fixed point of mapping
f . mel N mel’

T(u) = u A U(u) A ri(uopt) - (34)
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Next, we must investigate whether set V' is nonempty. To that end, let us
define the set

V= {u e x| (sx) holds for all . € {1,...,1}

(35)
and rp(u) = rp(Uopt) } -

We look for an element u of V' that leads to the fastest possible behavior of the

system, i.e., to the least (in the order of ) possible firing schedule of y. If such

an input does not ensure that reference z is respected, then clearly there does

not exist any input that does so while satisfying (%) for all ¢ € {1,...,I} and

rp(w) = 77 (Uopt ). This means, as shall be concluded formally in Corollary 11,

V#D & Gu=<z

In general, set V may not possess a least element. Nevertheless, our goal
is to find an input in V, not necessarily least or unique, which leads to the
fastest possible schedule of the internal transitions while guaranteeing that the
restrictions on all partially-synchronized transitions are respected, as this will
result in the least possible schedule for the output y.

Note that, for any ¢ € {1,...,1}, a bound for the firing schedule of z,
can be obtained from (31), as, recalling from Section 3.2 that o/ = ed!p! and
& = edlxm

(31) & (p.@edtz,) " edtp. < z,.
In the latter inequality, the left-hand side establishes a bound for how small
(in the sense of the order of ) z, can be, representing the maximal number
of firings allowed for x, under the PS-restrictions.

Additionally, as no internal transition can fire more often than enabled by
the inputs and as the most often each input u, can possibly fire from time
T onward is encoded by the counter rp(us,,,) (because past firings must be
preserved), one can see that Frp(uept) imposes a bound for z, i.e., it must
hold that © = Fry(uopt). In particular, for each ¢ € {1,...,I}, this implies
T, = ]:[L.]?"T(uopt).

It is also natural to require that « be a solution of (3), which, according to
Remark 4, implies * = A*z. In particular, for each ¢ € {1,...,I}, this means
we must have z, = [A*],q2 = [A*],;z; for all j € {1,...,I}. But note that (15)
implies [A*],; = F,; for any ¢,j € {1,...,I}; hence, we can rewrite the above
condition as x, = F,;z;.

In conclusion, for every ¢ € {1,...,I}, any schedule for z, must obey

I
z, = [(p, ®ed'z,) e e6'p)] & Fqrr(Uopt) @ @Fijj. (36)
j=1

Note that the inequality above — in particular, its last term — implies the
schedules of all partially-synchronized transitions are interdependent. There-
fore, we must look for the fastest feasible schedule of all such transitions
simultaneously. With that in mind, define, for each ¢ € {1,..., I}, the mapping
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Al oy

I
A(z) = [(p] ©edlz,) e'p)] ® Fluqre(topt) @ @f,‘jx]’ ez,
j=1

and then define the mapping A : ¥"*1 — ¥nx1,

— Ax(2), ifl1<k<I,
{A(w)} =9 . (37)
" Ty @ Fleqrp(topt), ifI4+1<k<n.

Based on the foregoing discussion, it is clear that any vector x € X"*! whose
entries are feasible schedules for the internal transitions zy, K € {1,...,n},
must be a fixed point of mapping A. The following remark formalizes the idea.

Remark 14 For any u € 17, it follows that F& € ¥™*! is a fixed point of mapping
A. To show this, first note that, for any ¢ € {1,...,I}, u satisfies (%), which is
equivalent to

(ph © ed" Flqu) @ ed'p) = Fiu. (38)
Moreover, T = Fu is a solution of (3), so from Remark 4 it follows that T = A*T
and hence

T, = [A]|,)7 = [A"],;75 = FuT;
for all j € {1,...,I}. Finally, for all k € {1,...,n}, we have

Flrqu = Fleqrr(@) = Fleqrr(dopt) -

Remark 14 implies that, if any z € X"*! comprises firing schedules of
internal transitions which are compatible with past input firings and such that
the schedules x, of partially-synchronized transitions are reachable from the
inputs and are compatible with the restrictions due to PS, then such x is in
fact a fixed point of mapping A. Thus, what remains to be checked is whether
the least fixed point of A — which we shall denote z — is indeed feasible, i.e.,
whether there exists an input « which is an element of V and such that Fu = z.
Similarly to Section 4.2, we prove constructively that the answer is affirmative.
As the proof is analogous to the corresponding discussion in Section 4.2, we
state the two key facts as propositions and omit their proofs from the present
discussion. The interested reader can find the proofs in Appendix A.2.

Let us denote the p'™ entry of z by z,, and define the vector # € X!
such that, for all p € {1,...,m},

L

0 — JZu> if1<pu<lI,
. 5., fI+1<pu<m.
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Now, consider the input

[rp(u1,,,) ® 2]

rr(ur,,,) ©z;

u = rp(topt) DO =
& = rrliop) (s 10,)

Tp (umopt )

Proposition 8 Let u be defined as in (39), z the least fived point of mapping A
defined in (37), and F = A*B as in (4). Then, it holds that Fu = z.

Proposition 9 Vector u defined as in (39) is an element of set V defined in (35).

This does not guarantee, however, that V # 0, as it is possible that Gu £ z
and hence u ¢ V. Intuitively, if the updated restrictions from PS on some
partially-synchronized transitions are more stringent than the original ones,
since up to time T" we implemented just-in-time inputs based on the original
restrictions, it may be impossible to respect both reference z and the new
restrictions after T'. As we assume PS-restrictions to be hard ones, this means
we have no choice but to relax z, i.e., look for a new reference 2’ > z for which
a solution exists. In fact, we seek the least possible such z’, in order to remain
as close as possible to the original reference. A natural choice is then to take
2 = 2 ® Gu; as @ is performed coefficient-wise on counters, this amounts to
preserving the terms of z that can still be achieved by taking w as input, and
relaxing those that cannot only as much as necessary to be matched by the
resulting output y = Gu. The following proposition establishes that this is
indeed the optimal way of relaxing z.

Proposition 10 Let V' denote the set defined as V in (32), only replacing z with
2, and let u be defined as in (89). The least 2’ = z such that V' # 0 is 2’ = 2 ® Gu.

Prop. 10 also provides a simple way to check whether set V is nonempty.
Corollary 11 Let V be defined as in (32) and u as in (39). Then, V #0 < Gu < z.

If V turns out to be empty, define the mapping ¥’ : ¥™x1 — ¥mx1 a5 ¥
in (33), only replacing z with 2’ = z @ Gu. Following the same procedure as
before, we can apply Prop. 4 — only now taking ¢ as ¥’ instead of ¥ — to
conclude that u'opt is the greatest fixed point of mapping I/ : Z™*1 — ¥mx1
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T'(u) = u A ' (u) A i (topt) - (40)

5 Summary of the Method

Let us now provide a step-by-step overview of how to apply the method dis-
cussed in the previous sections. We assume that a TEG modeling the system
to be controlled is given, as are the external signals describing PS restrictions
on some of its internal transitions. Assume also the transfer relations F and
G (see (5), Section 2.5) to have been precomputed and an output-reference to
be provided in the form of a counter z. To make the description as general
as possible, we consider the case of multiple transitions under PS (a single
partially-synchronized transition can be seen as a particular case).
I. Model the PS restrictions by appending to each partially-synchronized
transition x, a structure like the one shown in Fig. 5, and obtain the coun-
ters p, according to the given external signals, as described in Section 3.2.
Recall that this implicitly provides counters a, = ed'p,.
11. Obtain the optimal input uepe by computing the greatest fixed point of
mapping ® defined as in (18), according to Section 3.4.
1. If, at a certain time T, the PS restrictions on one or more of the partially-
synchronized transitions are altered, update the corresponding counters
p, and «, to p! and of.
1v. Obtain the input u defined as in (39). As a prerequisite, compute z, the
least fixed point of mapping A defined in (37).
v. Based on Corollary 11, check whether set V — defined as in (32) — is
nonempty by checking if the inequality Gu < z holds.
V1. In the case V # (), obtain the optimal updated input u

opt Dy computing
the greatest fixed point of mapping T' defined in (34).

viI. If ¥V = (), obtain the least feasible reference 2’ according to Prop. 10 and
then obtain the optimal updated input ugpt by computing the greatest

fixed point of mapping I defined in (40).

6 Application Example

In order to help elucidating the method presented in this paper and illustrate
its applicability, we now employ it to solve a reference-tracking control prob-
lem for a system consisting in a simple manufacturing workcell, schematically
represented in Fig. 10. Two types of unprocessed workpieces are supplied to
the system, each of which is transported by a dedicated robot from the respec-
tive input buffer to a corresponding machine for processing. The processed
workpieces output by the two machines are then assembled together by a third
machine, resulting in the final product which then leaves the system. Machine 1
is highly demanding in terms of power consumption and, therefore, can only
be turned on at certain time instants, determined according to the operation
of other heavy machinery in the shop floor and here considered to be given
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Fig. 10 Schematic representation of the manufacturing workcell.

Fig. 11 TEG (in black) modeling the manufacturing workcell from Fig. 10, with PS (gray
structures) on transitions o and x7.

as external constraints. In turn, the assembly performed by Machine 3 is a
high-precision operation and hence regular maintenance is required in order
to guarantee the quality of the final products; the maintenance schedule for
Machine 3 is also considered to be externally stipulated.

The system can be modeled by the TEG shown in Fig. 11. The firing of
input transitions u; and wug represents the arrival of unprocessed workpieces
of the respective types at the input buffers (for simplicity, the buffers are
assumed to have unlimited capacity). Transition 27 models Robot 1 collecting
an unprocessed workpiece from the first input buffer, whereas x5 represents
the workpiece being fed to Machine 1 for processing; analogously for transi-
tions x4 and x5 with respect to Robot 2 and Machine 2. The processing of each
workpiece in Machine 1 takes 3 time units and there is a cooldown time of 1
time unit between two consecutive operations; Machine 2 takes 5 time units to
process each workpiece and its cooldown time is of 2 time units. Both robots
as well as machines 1 and 2 have capacity for one workpiece at a time. Once
workpieces from machines 1 and 2 are ready (transitions zs and x4, respec-
tively), they are transported via conveyor belts and take 2 time units to reach
Machine 3, where assembly starts (transition x7) and takes 8 time units to be
concluded (transition zg). Machine 3 can perform up to two assembly opera-
tions in parallel and has a cooldown time of 2 time units. Finally, transition y
represents final products being sent out of the system. The transfer relations
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F and G (cf. (5)) for the described system are

[ ed® @ 152(10%)* 101 (104)* Se se ]
edt(16%)* (15%)* Se Se
ed*(16%)* ed3(16%)* Se Se

F Se Se ed® @ 16%(167)* Se
B Se Se edt(167)* Se ’
Se Se ed®(167)* Se
ed®(16% @ 20'0)*  ed5(16* @ 2610)* ed®(167)* (2519)*
01 (164 @ 2010)F €513 (164 @ 2610)* e816(157)* €55(2610)* |

G = [eaM(15% @2610)"  e53(15% ©2610)*  e810(157)"  €55(2610)] .

PS restrictions are imposed over transition x5 to capture the external con-
straints for turning on Machine 1. These constraints are provided before the
beginning of each work period, determined according to a global plan for
the whole shop floor (and, in particular, for the other high-power demanding
machines). For the period considered in this example, the instants at which
Machine 1 is allowed to be turned on (i.e., at which x5 may fire) are those in
the set

7> = {[5,12] U [18,22] U [27,38] U [46,50] U [55,62]} C Z.

Similarly, transition x; is partially synchronized to account for the times
Machine 3 cannot operate due to scheduled maintenance. Suppose the main-
tenance takes place periodically at all time intervals [20n + 1,20n + 4] for
n € Ny ={0,1,2,...}, and suppose Machine 3 is first allowed to be turned on at
time 5. This means it can only be turned on at the intervals [20n+5, 20(n+ 1)]
for n € Ny, i.e., x7 can only fire at time instants belonging to

Tz = {[5,20] U [25,40] U [45,60] U [65,80] U ... } C Z.
Starting with step I from Section 5, these PS phenomena are modeled according

to Section 3.2, as shown in Fig. 11, and we obtain the corresponding schedules
for transitions p,, ¢ € {2,7}, as

e ift<5;
p(t) = §1@p(t—1) ift—1€7,; (41)
p(t—1) ift—1¢7, andt>5.

Consider the following specification, given based on the demand for prod-
ucts in the considered period: a total of 2 finished products are required by
time 36, plus 1 product by time 50, and finally 3 more products by time 70.
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This can be encoded as the following output-reference for the system:
z=e0 @26 @35 @ 65T
Following step II, we obtain the optimal (just-in-time) input

ed!l @ 1520 @ 2627 @ 35% @ 46%7 @ 55%* B 66T

Ulops
| U2 ed? @ 16% @ 2628 @ 36%° @ 40*® @ 55°° @ 66T
P g, ed? @ 1618 & 2625 @ 3652 @ 40%° @ 5652 @ 66T
Uy ed @ 16%0 @ 2632 @ 3540 @ 4653 @ 55%° @ 65+°°

opt

and the corresponding output
Yopt = GUiops = €0%° @ 183 @ 26" @ 36%8 © 465! © 56% @ 667 .

As an illustration of Remark 11, one can verify that indeed w2, = F2.)topt =
Uz, and x7, = F7.)Uopt = Udy,, -

Now, suppose that at time 7' = 40 the operation schedule of other (exter-
nal) machines is changed, so that Machine 1 is no longer allowed to be turned
on in the interval [46, 50]. This results in the new set of allowed firing times

T4 = {[5,12] U[18,22] U [27,38] U [55,62]} C Z.

As indicated in step 111, we update counter py to ph, defined as in (41) only
replacing 7z with 73 (whereas p, = p7). Proceeding to step 1v, we compute the
input leading to the fastest possible behavior of the system while guaranteeing
that the updated PS restrictions are observed, given by u defined in (39).
Similarly to what was argued in Example 4, note that we can limit the total
number of firings of each input transition by the total number of desired output
firings — in this case, 6 — as each firing of transition y depends on exactly one
firing from each w;, i € {1,2,3,4}. Truncating the counters in u accordingly,
we obtain

et @ 1520 @ 26%7 @ 3634 @ 464 @ 66T
ed1? @ 162 @ 2678 @ 3630 @ 46°° @ 565 @ 66T
ed? © 108 @ 2625 @ 3632 @ 4010 @ 65T '
ed' 1626 @© 2633 @ 3540 @ 4090 @ 565° @ 65T

y:

leading to (according to step V)
Gu = 6 ®16* @ 26" @36 940 © 557 ® 65T £ 2.

This implies V = () as reference z is no longer achievable; in fact, by inspection
of the counter above one can see that it is no longer possible to provide the
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last required firing before time 70, as specified in z. Therefore, we move to
step vII and apply Prop. 10 to relax z and obtain the new reference

Y= 20Gu = e @020 @350 @55 @65t
The updated optimal input schedules are then

ed @ 1620 @ 26%7 @ 353+ @ 46°° @ 56°° @ 66T
€612 @ 1621 @ 2628 @ 363° @ 460 @ 560 @ 66T
ot T | e5% @ 1618 @ 26%° @ 3552 @ 46%° @ 5557 @ 65+

ed” @ 1625 @ 2633 @ 3540 @ 46%° @ 5655 @ 66T

and the resulting output is

Yoot = Gy = €02 @ 16%* & 20" @ 35%° @ 46%° & 56™ @ 667 .

7 Conclusion

In this paper, a formal and systematic method is provided for the optimal (just-
in-time) control of timed event graphs with partial synchronization, i.e., TEGs
in which one or more transitions may be restricted to fire within certain time
windows specified by external signals. We propose a way to model PS entirely
within the domain of the semiring of counters. Based on such models, we obtain
just-in-time control inputs that lead to tracking a given output reference as
closely as possible while respecting PS restrictions. The main contribution of
this work is making it possible to tackle scenarios in which PS restrictions
may vary over time, which, as we argue, is a phenomenon naturally arising in
many practical applications and not dealt with before in this context. It is pos-
sible that unexpected changes in PS restrictions render the original reference
unachievable; our method provides a way to relax the reference as little as pos-
sible and to update the input control signals so that the ultimately obtained
output is as close as possible to the original reference and PS restrictions are
never violated. Another advantage of the presented approach, as shown in [3],
is that it can be readily combined with other recent results and applied to sys-
tems exhibiting not only PS but also resource-sharing phenomena, which is not
the case for previous related work. Solving a more comprehensive case study
and comparing our method with other methods (from, e.g., the scheduling
community) addressing similar problems are subjects for future work.

Appendix A Proofs

A.1 Proofs from Section 4.2
Proof of Proposition 4 Define the set
Sy ={ze€D|z <y(z) and f(z) < c}
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and denote x = @xesw xz and Y = ®x€§¢ z. Note that

z < (z) and f(z) 2 ¢ & = < ¢(z) and @ < fH(c)

&z <p) A fe)

s z=zAP@) A fie) =
So, set §¢ can be equivalently defined as 51/, ={zeD|lz=Q

A tropical-algebraic method for the control of TEGSs with PS

(see Def. 1)

X = @{x € D|Q(z) = x}. Then, it also follows from Remark 3 that X € gw.

Now, assume Sy, # 0. As Sy, C gw, this implies (37 € S~¢) f(Z) = c. Taking such
an ¥, we have T < x and so ¢ = f(z) = f(X) (as f is isotone). But we saw above

that x¥ € 51/,, meaning f(X) < ¢, so f(X) = c. Therefore, X € Sy, and hence X =< x.
On the other hand, Sy, C gw implies x < X, showing that x = X.

Proof of Proposition 5 For any t < T, we have
1
[0 @ e0'rf (wi0,)] (1)

Moreover, for t > T,

[0 © ed'rh(@i,)] ()

P () @ [e6'f (@10 )] (1)
= p(t) ® [rh(@1)](t—1)
= p(t) ® Tyt — 1)
p(t) @ [e6" 100 ] (1)

[p(t ® ed IﬂLopt](t)
< [66'0 O Tugy| (1)
= [e60](t) ® oy (1)
= [ed'](#) @ [ (@iop)] (®)
[e6' ) © 1(00)] (1)
= () @ [eb'ri(@00,)] ()
= 0 (t) ® [rf(me,)](t—1)
= 0 (t) ® [r(e,)](T)
= 0 (t) ® [rf(@e,)] ()
2 [66"0](1) ® [rf (@] (1)

€8 © 1 (w1,)] (1)

(because t — 1 < T))

(as ®,,,, satisfies (9))

(againast—1<T)

(because t — 1 > T)
(because t > T')

This shows that p’ ® edlrfﬂ(mom) < edtp © rjﬁw(oc%pt) or, equivalently,

(¢ © e8" 1 h(T10p))

We also have

T’_Zﬁ"(xLopt) = rzuj(f[b']u‘)pt) t f["]uc’pt

1

Finally, as z,,,, is a solution of (3), we have

xbopt =

which implies r:ﬁ (Trops)

1Y

[A*] [t-]Topt = [A*} wwliopt

T’Zﬁ—' (]:Lnxl’ol)t ) t ]:Lnr’_?" (xLopt ) .

@ ety < rh(@iny) -

Fpuyrr (uopt) -

]'—mxbopt )

(z)}, clearly implying
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Proof of Proposition 6 Taking 2z’ = z @ Gu implies Gu < 2’ and, as u € é, it follows
that w € Q' and hence Q' # 0. Now, take ¢ > z such that Q¢ # 0 (where Q¢ is
defined like Q, only replacing z with ¢), and take v € Q. As Fu is a solution of (3),
from Remark 4 is follows that Fv = A* Fv, which implies

n

f[J]U = [A*][j]]:v = @[A*]jﬁ[}-v];{ t [A*]jL[]:U]L = [A*]jL]:[L-]U
k=1
for all j € {1,...,n}. Moreover, as v € é, we know from Remark 13 that }'[L,]v is a

fixed point of mapping A, which implies Flv = z,. Hence, recalling from (15) that
Fin = [A*];, for any j € {1,...,n}, we have

.7:[]-.]1) > [A*]]'L]‘—[L,]U = an]:[L.]U > ]‘—jngb. (A1)
The fact that v € Q also implies r(v) = 7 (uopt), 80 v = T (uopt) and hence
(V] S {1,...,7’L}) ]:[]]U > f[j,]rT(uopt). (A2)
Thus, for every j € {1,...,n} we have

m
Figu = B Fiurr o) & Fig(rr(up,) @ 2,)

p=1
w#EN
m

= @Fj/tr’]’(u#opt) ©® ]:jrr]TT(uy‘Dpt) D ]:jngb
p=1
B
m

= @fjﬂrT(uuopt) 52 ‘angL
pn=1

= Fpjrr(uopt) ® Finz,

IA

Fi0

where the last inequality is a consequence of (A1) and (A2). This means Fu < Fu.
But, recalling from (5) that G = CF, we then have Gu = CFu <X CFv = Gv < (, so
d=z20Gu=<20¢=C |

Proof of Corollary 7 First note that, if Gu =< z, then u € Q and hence Q # 0.
Conversely, if Q # (), then obviously the least 2z’ > z such that Q' # 0 is z itself;
Prop. 6 then implies z = z & Gu or, equivalently, z = Gu. O

A.2 Proofs from Section 4.3

Proof of Proposition 8 We want to show that Fj,ju = z, for all ¢« € {1,...,I}.
First, from (28) it follows, for all © € {1,...,I}, that [A*],, = [Z"*"]
Fuz, = [A*]uz, = z,. On the other hand, the fact that z is a fixed point of A implies
z, = Fuz,, and hence

= Se, SO

FLLQL = Z,; (A?))

it further implies that

I
z, = @]:lej and z, = f[L.]TT(UOPt)~ (Ad)

(L
=

E
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Then, for any ¢ € {1,...,1}, we have

m I
Flgu = @ Foptr(Upop:) @ @ij (TT(Ujopt) @gj)
p=I+1 j:l
I
= @ Foprr(Upop:) @ @fL]TT (Wjops) © EB]:LJQJ'
p=I+1 j=1 j=1
I
= @fburT(uHopt) D @fu’%‘
=1 j=1
I
= }—[u]rT(U’OPt) & @]:Ljﬁj @ Fux,
j=1
j#b
= Flr7(topt) @JZJ% Sz, (because of (A3))
J#L
=z, (due to (A4)).
O
Lemma 12 (of Proposition 9) rquq(mopt) is a fized point of mapping A.
Proof It follows as a straightforward generalization of the proof of Prop. 5. |

Proof of Proposition 9 Because z is a fixed point of A, for all v € {1,..., I} it follows
that

(,0/ ® eélgb) ®b e(;lp/
Combined with the fact that Flou =z, for all such ¢, as shown in Prop. 8, this
implies taking u = u satisfies (38), which is equivalent to ().

It remains to show that rp(u) = 77 (uopt). Note that, as rq o rp = 7, for
pe€{l+1,...,m} it trivially holds that ry(u,) = 77 (U, ). The problem is then
reduced to showing that, for all v € {1,....I}, rp(u,) = rp(rp(u,) ® z,) =
7 (Usyp, ), Which, in turn, as rp distributes over @, is equivalent to 7p(uy,,) @
rp(z,) = rp(Uep), OF Tp(2,) = rp(Ui,,,). From Prop. 12 we know that z, =<

7“7111 (Trope) = r%(}'[b]uopt) for every ¢. We also know from Remark 11 that F|, juopt =

=z.

Uiop, - Thus, as 7 is isotone and recalling that rp o r% =rp, forall e € {1,...,I}
we have
rr(@) X rr(rf )) = 11 (i) -
|

Proof of Proposition 10 It follows by direct analogy with the proof of Prop. 6. O

Proof of Corollary 11 It follows by direct analogy with the proof of Corollary 7.
d
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