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Abstract— The max-plus linear systems have been studied
for almost three decades, however, a well-established system
theory on such specific systems is still an on-going research.
The geometric control theory in particular was proposed as the
future direction for max-plus linear systems by Cohen et al.This
paper reports upon recent investigations on the disturbance
decoupling problem for max-plus linear systems, which is
the standard geometric control problem originated by W. M.
Wonham. Different concepts of the disturbance decoupling
problem are introduced, as well as the corresponding solvability
conditions and controller synthesis procedures. The main results
can be used in manufacturing systems, queueing networks,
and power system networks for fault detection and system
breakdown prevention.

I. I NTRODUCTION

Max-plus linear systems have been used in communication
networks [13], genetic regulatory networks [8], [10], and
queueing systems [1]. The fundamental problems for max-
plus linear systems have been studied by researchers for
the past three decades, for example, controllability [20],
observability [11], and the model reference control problem
[19]. A new research area for max-plus linear systems is to
establish the geometric control theory [21] as predicted in
[4]. There are some existing research results on generalizing
fundamental concepts and problems in geometric control to
max-plus linear systems, such as computation of different
controlled invariant sets ([9], [12], [17]) and the disturbance
decoupling problem [14]. This paper reports upon further
investigations on the disturbance decoupling problem for
max-plus linear systems. Different concepts of the distur-
bance decoupling problem are introduced, as well as the
corresponding solvability conditions and controller synthesis
procedures. The main results are illustrated by manufacturing
systems.

II. M ATHEMATICAL PRELIMINARIES

A. Residuation, Idempotent Semirings, and Equivalence Ker-
nel

A semiringis a setS, equipped with two operations⊕,⊗,
such that(S,⊕) is a commutative monoid (the zero element
will be denotedε), (S,⊗) is a monoid (the unit element will
be denotede), operation⊗ is right and left distributive over
⊕, andε is absorbing for the product (i.e. ε ⊗ a = a ⊗ ε =
ε, ∀a). A semiringS is idempotentif a⊕a = a for all a ∈ S.
A non empty subsetB of a semiringS is a subsemiring of
S if for all a, b ∈ B we havea ⊕ b ∈ B anda ⊗ b ∈ B.

Definition 1: Let S be an idempotent semiring. An order
ideal set is a nonempty subsetX of S such that

(x ∈ X and y � x) =⇒ y ∈ X .
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In an idempotent semiringS, operation⊕ induces a partial
order relation

a � b ⇐⇒ a = a ⊕ b, ∀a, b ∈ S. (1)

Then,a ∨ b = a ⊕ b. We say that an idempotent semiring
S is completeif it is complete as an ordered set, and if for
all a ∈ S, the left and right multiplications1 by a, La :
S → S, x 7→ ax andRa : S → S, x 7→ xa are lower semi-
continuous. These maps are residuated, then the following
notation are considered :

L♯
a(b) = a◦\b =

⊕
{x|ax � b}and

R♯
a(b) = b◦/a =

⊕
{x|xa � b} , ∀a, b ∈ S.

Definition 2 (Kernel [2], [3], [5]): Let S be a complete
idempotent semiring and letC be an×p matrix with entries
in S. We callnull kernel of C as the set of elementsx ∈ Sp

such thatCx = ǫ, denoted asker C. We call equivalence
kernelof LC (denoted bykereq C), the subset of all pairs of
elements ofSp whose components are both mapped byLC
to the same element inSn, i.e., the following definition

kereq C :=
{
(s, s′) ∈ (Sp)

2
| Cs = Cs′

}
. (2)

Clearlykereq C, is an equivalence relation onX , i.e., Cs =
Cs′ ⇐⇒ s′ ≡ s (modkereq C) and furthermore it is a
congruence and then we can define the quotientS/ kerC.

Notation 1: The subset of elementss′ ∈ Sp that are
equivalent tos modulokerC is denoted[s]C , i.e.,

[s]C = {s′ ∈ Sp | s′ ≡ s(modkereq C)} ⊂ Sp.

B. (A, B)-Invariance for Max-Plus Linear Systems
Max-plus linear systems over the max-plus algebraRMax,

in which the addition⊕ is max and the multiplication⊗ is
+, are described by the following equations:

x(k) = Ax(k − 1) ⊕ Bu(k),

y(k) = Cx(k) ⊕ Du(k), (3)

where x is in the state semimoduleX ∼= R
n
Max, y is in

the output semimoduleY ∼= R
q
Max, and u is in the input

semimoduleU ∼= R
p
Max. A : X → X , B : U → X , C :

X → Y andD : U → Y are fourR-semimodule morphisms.
Given the max-plus linear system (3), a sub-semimodule

V of the state semimoduleX is called
• (A, B)-invariant, or controlled invariant, if and only

if, for all x0 ∈ V , there exists a sequence of control
inputs,u = {u1, u2, · · · }, such that every component in
the state trajectory produced by this input,x(x0; u) =
{x0, x1, · · · }, remains inside ofV .

• called (A, B)-invariant of feedback typeif and only if
there exists a state feedbackF : X → U such that
(A ⊕ BF )V ⊂ V .

The family of the controlled invariant sub-semimodules in
a sub-semimoduleK of X is closed under the operation⊕. It
is a upper semilattice relative to sub-semimodule inclusion
⊂. Therefore, there exists thesupremalelementV∗ in the

1The symbol⊗ is often omitted.



family of controlled invariant sub-semimodules in a sub-
semimoduleK of the state semimoduleX and it can be
computed by the following algorithm.

Theorem 1:[12] Let {Vk}k≥0 be the family of sub-
semimodules defined recursively by

V0 = K

Vk+1 = Vk ∩ A−1(Vk ⊖ B), (4)

whereA−1(Vk ⊖ B) , {x ∈ X |∃b ∈ B, s.t. Ax ⊕ b ∈
Vk}, andB , B(U). If there exists a nonempty∩k∈NVk,
then any(A, B)-invariant sub-semimodule ofK is contained
in ∩k∈NVk, namely the supremal controlled invariant sub-
semimoduleV∗ is also contained in∩k∈NVk. Moreover, if
the algorithm in Eq. (4) terminates inr steps, thenV∗ = Vr.

III. D ISTURBANCE DECOUPLINGPROBLEM FOR
MAX -PLUS L INEAR SYSTEMS

A max-plus linear system with disturbances is defined as

x(k) = Ax(k − 1) ⊕ Bu(k) ⊕ Sq(k),

y(k) = Cx(k), (5)

wherex(k) ∈ X ∼= R
n
Max, u(k) ∈ U ∼= R

p
Max, q(k) ∈ Q ∼=

R
r
Max, y(k) ∈ Y ∼= R

q
Max andk ∈ Z.

A. Disturbance Decoupling Problem
For max-plus linear systems in Eq. (5), we introduce the

definition of the disturbance decoupling problem(DDP):
Definition 3: The system (5) is calleddisturbance decou-

pled by an open-loop controlleru(k) = v(k)(or by a state-
feedback controlleru(k) = Fx(k− 1)⊕ v(k)) if and only if
any disturbance signal will not affect the system outputy(k)
for all k ∈ Z and for any initial conditionx0.

Theorem 2:[21] The DDP is solvable by a state feedback
controller for linear systems over a field if and only if the
supremal controlled invariant subpace of feedback type inK
containsT , whereK is the null kernel ofC andT = Im S.

The following proposition shows that the solvability con-
dition for the DDP by a state-feedback controlleru(k) =
Fx(k − 1) ⊕ v(k), wherev(k) = ǫ, of a max-plus linear
system described in Eq. (5) is the same as the traditional
linear systems over fields.

Proposition 1: The DDP is solvable by a state-feedback
controlleru(k) = Fx(k − 1) ⊕ v(k), wherev(k) = ǫ, for a
max-plus linear system of the form (5), if and only if

〈A ⊕ BF |Im S〉 := Im (A ⊕ BF )∗S ⊆ ker C, (6)

is satisfied, whereIm (A⊕BF )∗S = Im S⊕ Im (A⊕BF )S⊕
· · · ⊕ Im (A ⊕ BF )n−1S ⊕ · · · .

Proof: If the DDP is solvable by a state-feedback
controlleru(k) = Fx(k − 1) ⊕ v(k), wherev(k) = ǫ, then,
for any initial conditionx(0), the original output signals are
the same as the output signals induced by disturbances for
all n.

y(n) = yq(n) ⇐⇒ Cx(n) = Cxq(n)

x(n) = (A ⊕ BF )nx(0)

xq(n) = (A ⊕ BF )nx(0) ⊕ 〈A ⊕ BF |Im S〉n, (7)

where〈A⊕BF |Im S〉n = Im S⊕Im (A⊕BF )S⊕· · ·⊕Im (A⊕
BF )n−1S, this equality has to hold forx(0) = ǫ, so it means
〈A⊕BF |Im S〉n is contained in the null kernel ofC, ker C,
for all n. Hence, we have〈A⊕BF |Im S〉 ⊆ Ker C. On the
other hand, if〈A ⊕ BF |Im S〉 ⊆ Ker C is satisfied, then
Eq. (7) holds for anyn and any initial conditions. Hence,
the DDP is solvable by a state-feedback controller.

If the null kernel ofC is nontrivial, i.e not the same asǫ,
this result will evolve with the calculation of(A ⊕ BF )-
invariant semimodule in the null kernel ofC, and then

verification of whether the(A ⊕ BF )-invariant semimodule
contains the image ofS. The computational methods of
geometric and algebraic invariant sets have been introduced
by Katz in [12].

Proposition 2: Given a max-plus linear system of the
form (5), the DDP is solvable by a state feedback controller
u(k) = Fx(k − 1) ⊕ v(k) for v(k) 6= ǫ if and only if there
exist a state feedback mappingF and a control sequence
−→v = [ v(1) v(2) · · · v(n) ]

T such that the equivalence
relation holds

〈A ⊕ BF |B〉n
−→v ⊕ 〈A ⊕ BF |S〉n

−→q ≡kereq C 〈A ⊕ BF |B〉n
−→v

for all n and any disturbance signal−→q =
[ q(1) q(2) · · · q(n) ]

T , where 〈A ⊕ BF |S〉n =
S ⊕ (A ⊕ BF )S ⊕ · · · ⊕ (A ⊕ BF )(n−1)S and
〈A ⊕ BF |B〉n = B ⊕ (A ⊕ BF )B ⊕ · · · ⊕ (A ⊕ BF )(n−1)B.

Proof: If the DDP is solvable by a state-feedback
controller u(k) = Fx(k − 1) ⊕ v(k), then, for any initial
condition x(0), we require that the original output signals
are the same as the output signals induced by disturbances
for all n, that is,

y(n) = yq(n) ⇐⇒ Cx(n) = Cxq(n)

x(n) = (A ⊕ BF )nx(0) ⊕ 〈(A ⊕ BF )|B〉n
−→v

xq(n) = (A ⊕ BF )nx(0) ⊕ 〈A ⊕ BF |B〉n
−→v

⊕〈A ⊕ BF |S〉n
−→q .

This equality has to hold forx(0) = ǫ, it means that the
equivalence relation holds

〈A ⊕ BF |B〉n
−→v ⊕ 〈A ⊕ BF |S〉n

−→q ≡kereq C 〈A ⊕ BF |B〉n
−→v

for all n and any disturbance signal−→q . On the other hand,
if the equation holds for alln, we havey(n) = yq(n) for
any initial conditions.

Proposition 3: Given a max-plus linear system of the
form (5), the DDP is solvable by an open-loop controller
u(k) = v(k) if and only if there exists an open-loop control
sequence−→v = [ v(1) v(2) · · · v(n) ]

T such that the
equivalence relation holds

〈A|B〉n
−→v ⊕ 〈A|S〉n

−→q ≡kereq C 〈A|B〉n
−→v (8)

for all n and any disturbance signal−→q =
[ q(1) q(2) · · · q(n) ]

T , where 〈A|S〉n = S ⊕ AS ⊕
· · · ⊕ A(n−1)S and 〈A|B〉n = B ⊕ AB ⊕ · · · ⊕ A(n−1)B.

Proof: If the DDP is solvable by an open-loop con-
troller u(k) = v(k), then, for any initial conditionx(0), we
require that the original output signals are the same as the
output signals induced by disturbances for alln, that is,

y(n) = yq(n) ⇐⇒ Cx(n) = Cxq(n)

x(n) = Anx(0) ⊕ 〈A|B〉n
−→v

xq(n) = Anx(0) ⊕ 〈A|B〉n
−→v ⊕ 〈A|S〉n

−→q . (9)

This equality has to hold forx(0) = ǫ, it means that the
equivalence relation holds

〈A|B〉n
−→v ⊕ 〈A|S〉n

−→q ≡kereq C 〈A|B〉n
−→v (10)

for all n and any disturbance signal−→q . On the other hand,
if the equation holds for alln, we havey(n) = yq(n) for
any initial conditions.

Therefore, the solvability condition of the DDP by an
open-loop controller needs an infinite checking of the equiv-
alence relations induced by the output mappingC. An
alternative method will be presented in the next section using
frequency domain representations.
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Fig. 1: The timed Petri net for a queueing system.

B. Example

Given a simple queueing system modelled by a timed
Petri net as shown in Fig. 1. If we assume the output is
the customer arrival time of the second server, then we can
write the system equation as a max-plus linear system in Eq.
(5) with the system matrices as

A =




2 ǫ ǫ ǫ ǫ
1 ǫ ǫ 3 ǫ
1 ǫ ǫ ǫ 3
ǫ 7 ǫ ǫ ǫ
ǫ ǫ 6 ǫ ǫ


, B =




ǫ
ǫ
ǫ
3
ǫ


 S =




ǫ
1
ǫ
ǫ
ǫ


 and

C = [ ǫ ǫ ǫ ǫ e ]. The null kernel ofC is generated
by the four basis vectorse1, e2, e3, and e4, wheree1 =
[e, ǫ, ǫ, ǫ, ǫ]T , e2 = [ǫ, e, ǫ, ǫ, ǫ]T , e3 = [ǫ, ǫ, e, ǫ, ǫ]T , and
e4 = [ǫ, ǫ, ǫ, e, ǫ]T . In order to calculate the supremal(A, B)-
invariant sub-semimoduleV∗ in the null kernel ofC, we can
either use the algorithm in Eq. (4) to obtain that

V0 = K = Ker C

V1 = V0 ∩ A−1(V0 ⊖ B) = Span [e1, e2, e4]

V2 = V1 ∩ A−1(V1 ⊖ B) = Span [ e2, e4]

...
Vk = Span [ e2, e4] = V∗.

Because the(A, B)-invariant semimodule is not identical
with (A⊕BF )-invariant semimodule, we need to verify for
any point x in V∗, whether there exists a state feedback
F : X → U such thatV∗ is (A ⊕ BF )-invariant. If assume
F = [f1, f2, f3, f4, f5 ] for any fi ∈ RMax and
any x = [ǫ, x2, ǫ, x4, ǫ ] in V∗, one can pick any
values forF such thatV∗ is (A⊕BF )-invariant. We chose
F = [ǫ, 2, ǫ, 1, ǫ ] and the state feedback controller
is shown in the shaded box shown in Fig. 1, thek-th
processing time ofu(k) is the maximum of2+x2(k−1) and
1 + x4(k − 1). The image ofS is contained in the supremal
(A⊕BF )-invariant sub-semimodule of the null kernel ofC,
therefore, the DDP is solvable by a state-feedback controller
u(k) = Fx(k − 1) ⊕ v(k), with v(k) = ǫ.

Remark 1:We need to notice that the output signal is
completely decoupled from the disturbance signal in this
example, therefore, the DDP is solvable with or without
controller. If the output signals includex4 andx5, then the
solvability condition for the DDP for a state-space controller
u(k) = Fx(k − 1) ⊕ v(k), with v(k) = ǫ, is not satisfied.
In other word, if a delay or breakdown has already occurred
in a discrete-event system, one cannot remove the delay or
breakdown using any controller. Even when we consider the
state feedback controlleru(k) = Fx(k − 1) ⊕ v(k) with
v(k) 6= ǫ, Proposition 2 implies that we have to delay the
process same as the disturbance has placed on the system
or even more than that. Therefore, the traditional definition

DDP is very restrictive for max-plus linear systems, a mod-
ified DDP with better practical meanings will be introduced
in the following section.

IV. M ODIFIED DDP FOR MAX -PLUS L INEAR SYSTEMS

In the max-plus linear system described in Eq. (5), the
traditional null kernel of a nontrivial matrixC is trivial.
This will conclude thatIm S is ǫ. This argument means
that for a nontrivial disturbance matrixS, one cannot find
a state-feedback controller such that the output will not be
affected by the disturbance. From the practical point of view,
a modified DDP for max-plus linear systems is defined as
follows:

Definition 4: The max-plus linear system described in Eq.
(5) is calledmodified disturbance decoupledby an open-
loop controlleru(k) = v(k) (or by a closed-loop controller
u(k) = Fx(k − 1) ⊕ v(k)) if and only if the system output
signals will not be disturbed more than the disturbances have.

A. Solving Modified DDP using Frequency Domain Repre-
sentation

A trajectory of a timed event graph transitionx is a firing
date sequence{x(k)} ∈ Z. For each increasing sequence
{x(k)}, it is possible to define the transformationX(γ) =⊕
k∈Z

x(k)γk whereγ is a backward shift operator in event

domain (i.e., Y (γ) = γX(γ) ⇐⇒ {y(k)} = {x(k − 1)},
(see [1], p. 228). This transformation is analogous to theZ-
transform used in discrete-time classical control theory and
the formal seriesX(γ) is a synthetic representation of the
trajectoryx(k). The set of the formal power series inγ is
denoted byZmax[[γ]] and constitutes an idempotent semiring.
Therefore, the state equation in Eq. (5) becomes a polynomial
equation or a frequency domain representation,

X(γ) = γAX(γ) ⊕ x0 ⊕ BU(γ) ⊕ SQ(γ)

Y (γ) = CX(γ) (11)

for any initial statex0, assumingu(0) = q(0) = ǫ, the
stateX(γ) ∈ X =

(
Zmax[[γ]]

)n×1
, the outputY (γ) ∈ Y =(

Zmax[[γ]]
)q×1

, the inputU(γ) ∈ U =
(
Zmax[[γ]]

)p×1
, and the

disturbanceQ(γ) ∈ Q =
(
Zmax[[γ]]

)r×1
.

If we assume the initial state isǫ, then the model equation
is given by

X(γ) = AX(γ) ⊕ BU(γ) ⊕ SQ(γ), where A = γA,

Y (γ) = CX(γ). (12)

Matrices A ∈
(
Zmax[[γ]]

)n×n
, B ∈

(
Zmax[[γ]]

)n×p
, C ∈(

Zmax[[γ]]
)q×n

and S ∈
(
Zmax[[γ]]

)n×r
represent the link

between transitions. The trajectoriesU(γ) andY (γ) can be
related ([1], p. 243) by the equationY (γ) = H(γ)U(γ),
whereH(γ) = CA

∗
B ∈

(
Zmax[[γ]]

)q×p
is called the transfer

matrix of the TEG. Entries of matrixH are periodic series
([1], p. 260) in the idempotent semiring, usually repre-
sented byp(γ) ⊕ q(γ)(τγν)∗, wherep(γ) is a polynomial
representing the transient behavior,q(γ) is a polynomial
corresponding to a pattern which is repeated periodically,
the period being given by the monomial(τγν).

B. Modified DDP with an Open-Loop Controller
The control of a transition means that the firing may

be enable or disable, that means, the input date is con-
trolled. Therefore, a control law aims to control the input
date of tokens in order to achieve some specifications. A
classical specification is to track a trajectory (a reference
output sequence) while delaying as much as possible the
token input, this strategy consists in computing the optimal
control with regard to the well-known just-in-time criterion.



Formally, letZ(γ) ∈ Zmax[[γ]]q be a given reference output,
the problem is to compute the greatest control, denoted
Uopt(γ) ∈ Zmax[[γ]]p such thatY (γ) � Z(γ). Among
the controls which respect the constraintY (γ) � Z(γ),
Uopt(γ) is the greatest,i.e., the one which delays as much as
possible the input of the tokens in the graph,i.e., this control
minimizes in an optimal manner the sojourn time of tokens.

To formalize the preceding arguments, the objective of
the modified DDP using an open-loop controller is to find an
open-loop controllerU(γ) such that, for any initial condition
x0 in the state space, the system output will not be disturbed
more than the disturbance signal has, i.e. the following
equation holds for any initial conditionx0:

X(γ) = A
∗

BU(γ) ⊕ A
∗

SQ(γ) ⊕ A
∗

x0

= A
∗

[B | S]

(
U(γ)
Q(γ)

)
⊕ A

∗

x0

= A
∗

B̃

(
U(γ)
Q(γ)

)
⊕ A

∗

x0 (13)

Y (γ) = CA
∗

BU(γ) ⊕ CA
∗

SQ(γ) ⊕ CA
∗

x0

= CA
∗

B̃

(
U(γ)
Q(γ)

)
⊕ CA

∗

x0. (14)

In order to solve for the modified DDP using an open-
loop controler, then according to Definition 4, the following
equality has to hold for any initial condition:

CA
∗

B̃

(
U(γ)
Q(γ)

)
⊕ CA

∗

x0 = CA
∗

SQ(γ) ⊕ CA
∗

x0 ⇐⇒

CA
∗

B̃

(
U(γ)
Q(γ)

)
= CA

∗

SQ(γ), ∀x0. (15)

In other words, the objective of open-loop controller DDP
is to characterize the greatest stateX(γ) ∈ ImA

∗
B̃ ={

A
∗
B̃

(
U(γ)
Q(γ)

)
| (U(γ), Q(γ)) ∈ U ×Q

}
such that

CX(γ) = CA
∗

SQ(γ),∀Q(γ) ∈ Q ⇐⇒(
X(γ), A

∗

SQ(γ)
)
∈ kereq C,∀Q(γ) ∈ Q

(16)

This is the greatest stateX(γ) ∈ ImA
∗
B̃ ensuring that the

output Y (γ) is equal to the one due to the disturbances.
Because we modified the DDP, the solvability of the DDP
is not an issue anymore because there is always a minimal
solutionU(γ) = ǫ to the equality. Moreover, the equation in
(16) is also equivalent as

CA
∗

BU(γ) � CA
∗

SQ(γ) ⇐⇒
U(γ) � (CA

∗

B) ◦\(CA
∗

SQ(γ)) = U(γ)opt.
(17)

Therefore,U(γ)opt is the optimal solution to solve the mod-
ified DDP for max-plus linear systems. We need to notice
that if the conditionIm CA

∗
S ⊂ Im CA

∗
B holds, i.e., if

∃L such thatCA
∗
S = CA

∗
BL then the optimal solution

solutionU(γ)opt becomes the solution to the equality

CA
∗

BU(γ)opt = CA
∗

B((CA
∗

B) ◦\(CA
∗

BLQ(γ))
= CA

∗

BLQ(γ) = CA
∗

SQ(γ) =⇒
CA

∗

BU(γ)opt ⊕ CA
∗

SQ(γ) = CA
∗

BU(γ)opt.

(18)

The equality in (18) means that the same optimal controller
U(γ)opt can also solve the DDP in Definition 3 with an open-
loop controller, which means finding an open-loop controller
such that the disturbance will not affect the system output.
Moreover, the infinite checking of the equivalence relation
in Eq. (8) is reduced to one checking for the polynomial
equation. Even if the equality is not achieved by the control
signalU(γ)opt, the solution still has sense because it is the
greatest one which ensures to be as close as the possible the
solution such that outputY (γ) is unchanged.

C. Modified DDP with a Closed-Loop Controller

In this paper a specific design goal is to compute a closed-
loop controllerF (i.e., u(k) = Fx(k − 1) ⊕ v(k)) in order
to take into account the influence of the uncontrollable input
q. An uncontrollable inputqi may disable the firing of the
internal transitions bind toqi through matrixS. Therefore,
this uncontrollable inputqi may decreased the performance
of the system,i.e., the token output may be delayed, and
some tokens may needlessly wait in the graph since the
system is blocked. Therefore, the controller design aims to
obtain the greatestF which avoid the input of useless tokens.
This means that controllerF must be the greatest such that
the outputy, (i.e., with the controlu(k) = Fx(k−1)⊕v(k))
be equal to the output without controller (i.e., with u(k) =
v(k)), in other words the control must be neutral with regard
to the output,i.e., it must not disturb the system more than
disturbanceq does it. From the just-in-time point of view it
is the best that we can do.

In [7], [18] closed-loop controllers synthesis, in order
to achieve the model matching problem, is addressed. The
objective is to compute the greatest closed-loop controller
F = γF ∈

(
Zmax[[γ]]

)p×n
(with U(γ) = γFX(γ)⊕ V (γ)),

which ensures that outputY (γ) � GrefV (γ), whereGref ∈(
Zmax[[γ]]

)q×p
is a model to track. This controller leads to

an exact model matching if possible and delays as much
as possible the input of token while ensuring the constraint
(Y (γ) � GrefV (γ)). If U(γ) = γFX(γ) ⊕ V (γ) :=
FX(γ)⊕V (γ), then the system equation in Eq. (11) becomes

X(γ) = [γ(A ⊕ BF )]X(γ) ⊕ x0 ⊕ BV (γ) ⊕ SQ(γ)

= (A ⊕ B F )X(γ) ⊕ x0 ⊕ BV (γ) ⊕ SQ(γ)

= (A ⊕ B F )∗ [B | S]

(
V (γ)
Q(γ)

)
⊕ (A ⊕ B F )∗x0

= (A ⊕ B F )∗B̃

(
V (γ)
Q(γ)

)
⊕ (A ⊕ B F )∗x0 (19)

Y (γ) = CX(γ) = C(A ⊕ B F )∗B̃

(
V (γ)
Q(γ)

)

⊕C(A ⊕ B F )∗x0, (20)

where B̃ = [B | S]. The objective of the modified DDP
using a state feedback controller is to findU(γ) = FX(γ)⊕
V (γ) such that the output signals are the same as the output
signals due to the open-loop controllerU(γ) = V (γ), and
the same as the output signals only due to disturbances as
well. In summary, that is, the following equality holds

C(A ⊕ B F )∗B̃

(
V (γ)
Q(γ)

)
⊕ C(A ⊕ B F )∗x0

= CA
∗

B̃

(
V (γ)
Q(γ)

)
⊕ CA

∗

x0

= CA
∗

BV (γ) ⊕ CA
∗

SQ(γ) ⊕ CA
∗

x0, (21)

which can be written as :

C(A ⊕ B F )∗B

(
V (γ)
Q(γ)
x0

)
= CA

∗

B

(
V (γ)
Q(γ)
x0,

)
(22)

whereB = [B | S | Id], andId denotes the identity matrix.
This equality has to hold for any initial conditionx0 ∈ X(γ),
any disturbance inputQ(γ) and any controlV (γ). Hence it
is equivalent to

C(A ⊕ B F )∗B = CA
∗

B ⇐⇒

((A ⊕ B F )∗B, A
∗

B) ∈ kereq C. (23)



The right side of the equivalence shows thatF must be
such that the transfer between stateX(γ) and control input
(V (γ) Q(γ) x0)

t be equivalent toA
∗
B modulokereq C.

Proposition 4: ([15], [16]) The greatest controllerF such
that,

(
A ⊕ B F

)∗
B ∈

[
A

∗

B
]

C
is given by

F = CA
∗

B ◦\CA
∗

B◦/A
∗

B. (24)
Remark 2:ControllerF is the greatest such that

(
A ⊕ B F

)∗
B ∈ ImA

∗

B ∩
[
A

∗

B
]

C
,

where ImA
∗

B =
{

A
∗

B [V (γ) Q(γ) x0]
t
}

where V (γ) ∈

Zmax[[γ]]p and Q(γ) ∈ Zmax[[γ]]r. Indeed, it is sufficient
to note that, using the properties of star operations,(a ⊕
b)∗ = (a∗b)∗a∗ and (ab)∗a = a(ba)∗, we have (A ⊕

B F )∗B =

(
A

∗

B

(e
ε
ε

)
F

)∗

A
∗

B = A
∗

B

((e
ε
ε

)
F A

∗

B

)∗

,

clearly
(
A ⊕ B F

)∗
B ∈ ImA

∗

B.

D. Application to a Manufacturing System
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Fig. 2: System in bold line and controller in dotted line
(shaded boxes).

A manufacturing system is illustrated in Fig. 2. Transitions
q1, q2 andq3 are uncontrollable inputs (disturbances), which
delay the parts output of machines. In a manufacturing
context, inputsq may represent machine breakdowns, un-
controllable supplies of raw materials. The system equation
can be written as an implicit max-plus linear equation:

x(k) = A0x(k) ⊕ A1x(k − 1) ⊕ B0 u(k) ⊕ S0 q(k),

y(k) = C x(k),

where the system matrices areA0 =




ǫ ǫ ǫ ǫ ǫ
ǫ ǫ ǫ ǫ ǫ
7 7 ǫ ǫ ǫ
ǫ ǫ ǫ ǫ ǫ
ǫ ǫ ǫ ǫ ǫ


,

A1 =




ǫ ǫ ǫ ǫ 4
ǫ ǫ ǫ 6 ǫ
ǫ ǫ 6 ǫ ǫ
ǫ e ǫ ǫ ǫ
e ǫ ǫ ǫ ǫ


, B0 =




6 ǫ
ǫ 9
ǫ ǫ
ǫ ǫ
ǫ ǫ


 , S0 =




e ǫ ǫ
ǫ e ǫ
ǫ ǫ e
ǫ ǫ ǫ
ǫ ǫ ǫ


, and C = [ ǫ ǫ 1 ǫ ǫ ]. We can rewrite

the system equation into the max-plus linear system in
Eq. (5) where the system matrices areA = A∗

0A1 =


ǫ ǫ ǫ ǫ 4
ǫ ǫ ǫ 6 ǫ
ǫ ǫ 6 13 11
ǫ e ǫ ǫ ǫ
e ǫ ǫ ǫ ǫ


, B = A∗

0B0 =




6 ǫ
ǫ 9
13 16
ǫ ǫ
ǫ ǫ


, and

S = A∗

0S0 =




e ǫ ǫ
ǫ e ǫ
7 7 e
ǫ ǫ ǫ
ǫ ǫ ǫ


.

The frequency domain representation in (12) has matrix
A = γA for any initial conditionx0. The transfer function
between the outputY (γ) and disturbanceQ(γ) and the input
U(γ), respectively, are

CA
∗

S = (8(6γ)∗ 8(6γ)∗ 1(6γ)∗) ,
CA

∗

B = (14(6γ)∗ 17(6γ)∗) ,

in which each component of these matrices is a periodic
series. The example has been computed by using toolbox
MinMaxGD, a C++ library allowing to handle periodic series
as introduced in section IV.A, it can be noted that this library
is also interfaced with Scilab and MATLAB([6]).

According to Proposition 4 and solution (24), the con-
troller is obtained by computingCA

∗

B ◦\CA
∗

B◦/A
∗

B, where
B = B. Therefore, we obtainF = CA

∗

B ◦\CA
∗

B◦/A
∗

B =

(
−2γ2(6γ)∗ γ2(6γ)∗ − 13(6γ)∗ γ(6γ)∗ − 2γ(6γ)∗

−5γ2(6γ)∗ − 3γ2(6γ)∗ − 16(6γ)∗ − 3γ(6γ)∗ − 5γ(6γ)∗

)
.

This feedback is not causal because there are negative
coefficients in the matrix, The canonical injection from the
causal elements ofZmax[[γ]] (denotedZmax[[γ]]+) in Zmax[[γ]]
is also residuated (see [7] for details). Its residual is given
by Pr

(⊕
k∈Z

s(k)γk
)

=
⊕

k∈Z
s+(k)γk where

s+(k) =
{

s(k) if (k, s(k)) ≥ (0, 0),
ε otherwise.

Therefore, the greatest causal feedback isF+ = Pr(F ) =
(

4γ3(6γ)∗ γ2(6γ)∗ 5γ3(6γ)∗ γ(6γ)∗ 4γ2(6γ)∗

1γ3(6γ)∗ 3γ3(6γ)∗ 2γ3(6γ)∗ 3γ2(6γ)∗ 1γ2(6γ)∗

)
.

Figure 2 shows a realization of the controller (bold dotted
lines). The greatest causal feedback controller can solve the
modified DDP for any initial conditions. In order to simulate
the system, we assume for an initial conditionx0 = ǫ and
the following inputV (γ) is considered

V (γ) =

(
20 ⊕ +∞γ6

20 ⊕ +∞γ6

)
.

It means that 6 tokens are available at timet =
20. First the system is assumed to be not disturbed,
i.e., Q(γ) = ε. The system trajectories without con-
troller (F = ε, then U(γ) = V (γ), i.e., the open-
loop behavior), denotedUol, Xol and Yol, are given by
Uol = V,
Xol = A

∗

BV

=




26 ⊕ 30γ2 ⊕ 34γ4 ⊕ +∞γ6

29 ⊕ 35γ2 ⊕ 41γ4 ⊕ +∞γ6

36 ⊕ 42γ ⊕ 48γ2 ⊕ 54γ3 ⊕ 60γ4 ⊕ 66γ5

(cont′d.) ⊕ +∞γ6

29γ ⊕ 35γ3 ⊕ 41γ5 ⊕ +∞γ7

26γ ⊕ 30γ3 ⊕ 34γ5 ⊕ +∞γ7




,

Yol = CA
∗

BV

= 37 ⊕ 43γ ⊕ 49γ2 ⊕ 55γ3 ⊕ 61γ4 ⊕ 67γ5 ⊕ +∞γ6.



With controllerF+ (i.e.U = F+X⊕V ) these trajectories,
denotedUcl, Xcl andYcl, become

Ucl = F+Xcl ⊕ V

=

(
20 ⊕ 29γ2 ⊕ 41γ3 ⊕ 47γ4 ⊕ 53γ5 ⊕ +∞γ6

20 ⊕ 38γ3 ⊕ 44γ4 ⊕ 50γ5 ⊕ +∞γ6

)

Xcl = (A ⊕ BF+)∗BV

=




26 ⊕ 35γ2 ⊕ 47γ3 ⊕ 53γ4 ⊕ 59γ5

(cont′d.) ⊕ +∞γ6

29 ⊕ 35γ2 ⊕ 47γ3 ⊕ 53γ4 ⊕ 59γ5

(cont′d.) ⊕ +∞γ6

36 ⊕ 42γ ⊕ 48γ2 ⊕ 54γ3 ⊕ 60γ4 ⊕ 66γ5

(cont′d.) ⊕ +∞γ6

29γ ⊕ 35γ3 ⊕ 47γ4 ⊕ 53γ5 ⊕ 59γ6

(cont′d.) ⊕ +∞γ7

26γ ⊕ 35γ3 ⊕ 47γ4 ⊕ 53γ5 ⊕ 59γ6

(cont′d.) ⊕ +∞γ7




Ycl = CXcl

= 37 ⊕ 43γ ⊕ 49γ2 ⊕ 55γ3 ⊕ 61γ4 ⊕ 67γ5 ⊕ +∞γ6

Clearly, the output trajectories are equalYcl = Yol and
Ucl � Uol, Xcl � Xol, i.e., controller F+ is neutral in
regards to the output, but delay as much as possible the
tokens input.

In a second step, the system is assumed to be disturbed,
with Q = (ε 85γ3 ε)

t. Entry Q2 = 85γ3 means that
the fourth firing occurs at time85. This may represents
a machine breakdown occurring after the third part be
processed and this breakdown lasts until time85. The system
trajectories without controller (U = V ), denotedUolq, Xolq

andYolq, become

Uolq = V
Xolq = A

∗

BV ⊕ A
∗

SQ

=




26 ⊕ 30γ2 ⊕ 34γ4 ⊕ +∞γ6

29 ⊕ 35γ2 ⊕ 85γ3 ⊕ 91γ5 ⊕ +∞γ6

36 ⊕ 42γ ⊕ 48γ2 ⊕ 92γ3 ⊕ 98γ4 ⊕ 104γ5

(cont′d.) ⊕ +∞γ6

29γ ⊕ 35γ3 ⊕ 85γ4 ⊕ 91γ6 ⊕ +∞γ7

26γ ⊕ 30γ3 ⊕ 34γ5 ⊕∞γ7




andYolq = CXolq

= 37 ⊕ 43γ ⊕ 49γ2 ⊕ 93γ3 ⊕ 99γ4 ⊕ 105γ5

⊕ + ∞γ6.

Obviously, this machine breakdown delays the firing of
transitionsx2 and x3, indeedXolq � Xol and Yolq � Yol.
With controller F+, these trajectories, denotedUclq, Xclq

andYclq become

Uclq = F+Xclq ⊕ V

=

(
20 ⊕ 29γ2 ⊕ 41γ3 ⊕ 47γ4 ⊕ 85γ5 ⊕ +∞γ6

20 ⊕ 38γ3 ⊕ 44γ4 ⊕ 50γ5 ⊕ +∞γ6

)
,

Xclq = (A ⊕ BF+)∗BV ⊕ (A ⊕ BF+)∗SQ

=




26 ⊕ 35γ2 ⊕ 47γ3 ⊕ 53γ4 ⊕ 91γ5

(cont′d.) ⊕ +∞γ6

29 ⊕ 35γ2 ⊕ 85γ3 ⊕ 91γ5 ⊕ +∞γ6

36 ⊕ 42γ ⊕ 48γ2 ⊕ 92γ3 ⊕ 98γ4 ⊕ 104γ5

(cont′d.) ⊕ +∞γ6

29γ ⊕ 35γ3 ⊕ 85γ4 ⊕ 91γ6 ⊕ +∞γ6

26γ ⊕ 35γ3 ⊕ 47γ4 ⊕ 53γ5 ⊕ 91γ6

(cont′d.) ⊕ +∞γ7




,

andYclq = CXclq

= 37 ⊕ 43γ ⊕ 49γ2 ⊕ 93γ3 ⊕ 99γ4 ⊕ 105γ5

⊕ + ∞γ6.

The outputYclq = Yolq, i.e., the controllerF+ does not
disturb the system, neverthelessXclq � Xolq and Uclq �
Uolq this means that the tokens input is delayed. Furthermore
this is done in an optimal manner, then the input of useless
tokens is avoid.

V. CONCLUSION

This paper reports upon recent investigations on the dis-
turbance decoupling problem for max-plus linear systems
as well as the corresponding solvability conditions and
controller synthesis procedures. Future research directions
along the geometric control of max-plus linear systems are
block decoupling problem and model matching problem.
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