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ABSTRACT
We analyze a minimal model of iterated function systems (IFS) and show possibilities for controlling properties of the fractal signals they generate. Applications for signal modeling and spread-spectrum communications illustrate the potentialities of IFS for signal processing.

1 INTRODUCTION
Iterated function systems (IFS) have recently been introduced in the context of fractal geometry, and have found applications for image coding, signal interpolation or modeling [1, 2, 3]. Beyond, IFS present interesting potentialities for many areas of signal processing, still to be explored. We present and analyze here a simple model of IFS and show possibilities for controlling properties of the fractal signals they generate.

2 AN IFS MODEL
We consider one-dimensional signals \( s(x) \in \mathbb{R} \) where the abscissa \( x \) is a time-like variable defined over the support \( x \in [0, 1] \). Two transformations are introduced, both operating on the abscissa \( x \in [0, 1] \) and on the corresponding signal amplitude \( s(x) \):

\[
T_1 \begin{cases} 
0, 1 \times \mathbb{R} & \rightarrow [0, 1/2] \times \mathbb{R} \\
(x, s(x)) & \rightarrow (x/2, a_1s(x) + b_1)
\end{cases}
\]

and

\[
T_2 \begin{cases} 
0, 1 \times \mathbb{R} & \rightarrow [1/2, 1] \times \mathbb{R} \\
(x, s(x)) & \rightarrow (x/2 + x/2, a_2s(x) + b_2)
\end{cases}
\]

with real coefficients \( a_j \) and \( b_j \) verifying \( 0 < |a_j| < 1 \), for \( j = 1, 2 \), so as to have contractive mappings.

The union \( T_1 \cup T_2 \) provides a transformation \( s(x) \rightarrow T[s(x)] \) mapping a signal \( s(x) \) with support \([0, 1] \) onto another signal \( T[s(x)] \) with the same support \([0, 1] \). For \( T_1 \) and \( T_2 \) both parts of the transformation for abscissa \( x \) and for signal amplitude \( s \) are contractive affine transforms. Consequently, the mapping \( s(x) \rightarrow T[s(x)] \) is also a contractive affine transform. It results that \( s(x) \rightarrow T[s(x)] \) admits one single fixed point, i.e. a signal \( \sigma(x) \) verifying \( T[\sigma(x)] = \sigma(x) \) also called the attractor of transformation \( T \) [1]. Starting from any initial signal \( s_0(x) \), iterative application of the transformation \( T \) defined by the scheme of Eqs. (1)–(2) realizes an IFS. The process converges to a unique attractor \( \sigma(x) \) which is completely determined by the four parameters \( (a_1, b_1, a_2, b_2) \). An important property of this correspondence [1] is that small smooth changes in \( (a_1, b_1, a_2, b_2) \) are associated to small smooth changes in \( \sigma(x) \).

An attractor \( \sigma(x) \) verifies a self-transformability relation \( T[\sigma(x)] = \sigma(x) \) through the affine transforms of Eqs. (1)–(2), which confers to it a property of self-affinity or a fractal character. This translates into very complicated shapes for \( \sigma(x) \) with structures or details occurring at all scales. The set of attractors \( \sigma(x) \) when \( (a_1, b_1, a_2, b_2) \) is varied forms a class of signals exhibiting properties not common to other models of signals. Based on their fractal character, such signals can offer models for complicated signals especially originating in complex natural processes [4, 5, 6]. IFS more elaborated than Eqs. (1)–(2), where the partitioning of the signal support is modifiable, are at the root of fractal image coding [2]. Also, an application exists for fractal interpolation [1, 3], where the degrees of freedom offered by the parameters, analog to \( (a_1, b_1, a_2, b_2) \), of the IFS are used to force the attractor to pass through specific points \( (x_j, s(x_j)) \). This is one aspect of the important general issue concerning IFS, of controlling or imposing specific properties for the attractor through the choice of the transformation parameters. We address several other aspects of this issue in the following.

3 LINEAR COEFFICIENTS
For the control of the attractor \( \sigma(x) \) via \( (a_1, b_1, a_2, b_2) \), it is in general very difficult to obtain an explicit expression for \( \sigma(x) \) as a function of \( (a_1, b_1, a_2, b_2) \). Nevertheless, it is feasible to obtain expressions for various linear coefficients associated to \( \sigma(x) \) as functions of \( (a_1, b_1, a_2, b_2) \). For any function \( f(x) \), we define

\[
\langle f(x) \rangle = \int_0^1 f(x)dx ,
\]
and consider the linear coefficient \( \langle f(x)\sigma(x) \rangle \). Over \( x \in [0, 1/2] \), according to Eq. (1) the integrand \( f(x)\sigma(x) \) reduces to \( f(x)[a_1\sigma(2x) + b_1] \), for which the change of variable \( u = 2x \) is performed, and over \( x \in [1/2, 1] \), according to Eq. (2) the integrand \( f(x)\sigma(x) \) reduces to \( f(x)[a_2\sigma(2x-1) + b_2] \), for which the change of variable \( v = 2x - 1 \) is performed. This leads to

\[
(f(x)\sigma(x)) = \frac{1}{2} \int_0^1 f\left(\frac{u}{2}\right)[a_1\sigma(u) + b_1]du + \frac{1}{2} \int_0^1 f\left(\frac{1}{2} + \frac{v}{2}\right)[a_2\sigma(v) + b_2]dv,
\]

or equivalently

\[
(f(x)\sigma(x)) = \frac{1}{2} \left[ a_1 \left( \int \frac{x}{2} \right) \sigma(x) + b_1 \left( \int \frac{x}{2} \right) \right] + \frac{1}{2} \left[ a_2 \left( \int \frac{1}{2} + \frac{x}{2} \right) \sigma(x) + b_2 \left( \int \frac{1}{2} + \frac{x}{2} \right) \right].
\]

For appropriate choices of \( f(x) \), Eq. (5) will provide useful linear equations relating various linear coefficients of \( \sigma(x) \) to \((a_1, b_1, a_2, b_2)\). For instance, when \( f(x) = \exp(-in2\pi x) \), the quantities \( S_n = \langle \exp(-in2\pi \sigma(x)) \rangle \), for \( n \) integer are the Fourier coefficients of the attractor \( \sigma(x) \) and are found to verify according to Eq. (5)

\[
2S_n = [a_1 + (-1)^n a_2] S_{n+2} + [b_1 + (-1)^n b_2] \frac{(-1)^n}{n\pi}.
\]

Equation (6) can be exploited to impose, through \((a_1, b_1, a_2, b_2)\), four coefficients among the harmonic Fourier coefficients \( S_n \) or the subharmonic coefficients \( S_{n/2} \).

When \( f(x) = x^n \), the moments \( \mu_n = \langle x^n \sigma(x) \rangle \) \((n \) integer\) of the attractor \( \sigma(x) \) are found to verify, according to Eq. (5),

\[
(2^{n+1} - a_1 - a_2) \mu_n = a_2 \sum_{k=0}^{n-1} \binom{n}{k} \mu_k + b_1 + (2^{n+1} - 1) b_2
\]

with the binomial coefficients \( \binom{n}{k} \). Again, Eq. (7) can be exploited to impose, through \((a_1, b_1, a_2, b_2)\), four moments among the \( \mu_n \). If the first four moments are chosen, one obtains

\[
(2^n - a_1 - a_2) \mu_0 = b_1 + b_2
\]

\[
(2^{n-1} - a_1 - a_2) \mu_1 - a_2 \mu_0 = \frac{b_1}{2} + \frac{b_2}{2}
\]

\[
(2^{n-2} - a_1 - a_2) \mu_2 - a_2(2\mu_1 + \mu_0) = \frac{b_1}{3} + \frac{b_2}{3}
\]

\[
(2^{n-3} - a_1 - a_2) \mu_3 - a_2(3\mu_2 + 3\mu_1 + \mu_0) = \frac{b_1}{4} + \frac{15b_2}{4}
\]

Equations (8)-(11) are linear relations that force \((\mu_0, \mu_1, \mu_2, \mu_3)\) when \((a_1, b_1, a_2, b_2)\) are chosen, or conversely. For instance, the average value \( \langle \sigma(x) \rangle \) is \( \mu_0 = (b_1 + b_2)/(2 - a_1 - a_2) \) according to Eq. (8).

4 IDENTIFICATION OF THE IFS

An application of the relations derived in Section 3 is the identification of the parameters \((a_1, b_1, a_2, b_2)\) of the IFS from the observation of its attractor \( \sigma(x) \). If it is known that a given signal \( \sigma(x) \) is the attractor of a transformation as in Eqs. (1)-(2), then coefficients \( S_n \) or moments \( \mu_n \) can be measured on \( \sigma(x) \), and Eqs. (6) or (7) provide linear equations that can be solved to deduce the parameters \((a_1, b_1, a_2, b_2)\). For illustration, we consider the transformation of Eqs. (1)-(2) with the choice \( (a_1 = -0.8, b_1 = -1.1, a_2 = -0.7, b_2 = 1.2) \), associated according to Eqs. (8)-(11), to the theoretical moments \( \mu_0 = 0.0286, \mu_1 = 0.2236, \mu_2 = 0.2211, \mu_3 = 0.1869 \). The resulting attractor \( \sigma(x) \) of Fig. 1 has been produced through a numerical implementation of Eqs. (1)-(2) with 2000 equispaced values of \( x \) over \([0, 1] \). The first four moments \((\mu_0, \mu_1, \mu_2, \mu_3)\) were then measured on \( \sigma(x) \) and they matched their theoretical values with an accuracy of about \( 3 \times 10^{-3} \). These measured moments were then used in Eqs. (8)-(11) and allowed to identify the parameters \((a_1, b_1, a_2, b_2)\) of the IFS with an accuracy of about \( 6 \times 10^{-3} \) from its observed attractor \( \sigma(x) \).

Figure 1: Attractor \( \sigma(x) \) of Eqs. (1)-(2) with \((a_1 = -0.8, b_1 = -1.1, a_2 = -0.7, b_2 = 1.2) \) used for the identification of the parameters of the IFS from the measurement of the first four moments \((\mu_0, \mu_1, \mu_2, \mu_3)\) of \( \sigma(x) \).

The parameters \((a_1, b_1, a_2, b_2)\) of the IFS could also be identified from measured Fourier coefficients \( S_n \) via Eq. (6). Furthermore, identification can be performed from a noisy version of the attractor \( \sigma(x) \). Especially, good noise rejection capabilities can be expected if the four coefficients that are measured for the identification (among the \( \mu_n \) or the \( S_n \)) are chosen such that the noise has statistically little impact on these coefficients. For instance, attractor \( \sigma(x) \) of Fig. 1 has an rms value \( \sigma_{\text{rms}} = 1.75 \). On Fig. 2(a), it has been additively corrupted by a zero-mean Gaussian white noise with a standard deviation of 1.75. We thus have a signal-to-noise ratio of unity, but on the moments \( \mu_n \) the statistical average of the noise vanishes. Measurement of the
first four moments of the noisy attractor of Fig. 2(a) gave \((\mu_0 = -0.0147, \mu_1 = 0.2222, \mu_2 = 0.2282, \mu_3 = 0.1953)\). Application of Eqs. (8)–(11) then yielded the identification of \((a_1 = -0.797, b_1 = -1.277, a_2 = -0.652, b_2 = 1.226)\). Injection of these values in the IFS of Eqs. (1)–(2) finally led to the reconstructed attractor of Fig. 2b which realizes an rms error of 0.145 with the original attractor of Fig. 1. This result can be seen as a denoising of the noisy attractor of Fig. 2a, given that it is known that it belongs to the class of signals defined by Eqs. (1)–(2), where the signal-to-noise ratio has been improved by a factor of more than 10.
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![attractor](image2)

**Figure 2:** (a) Attractor \(\sigma(x)\) of Fig. 1 additively corrupted by a zero-mean Gaussian white noise with a signal-to-noise ratio of unity. (b) Reconstructed attractor from the identification of the IFS parameters realizing an improvement by 10 of the signal-to-noise ratio.

## 5 SIGNAL MODELING

Another application of the relations of Section 3 is the modeling of signals as attractors of a given IFS as in Eqs. (1)–(2) specified by its parameters \((a_1, b_1, a_2, b_2)\). Owing to the very specific self-transformability property verified by the attractor of Eqs. (1)–(2), not all signals can be expected to be modeled adequately in this way. Yet, signals from natural origin with fractal or self-similarity properties may constitute good candidates. It is the case for Brownian motions, a class of signals that can represent many natural processes. We observed that the attractors of the IFS defined by Eqs. (1)–(2) can provide very parsimonious models for realizations of Brownian motions.

In Fig. 3 are shown several realizations of a Brownian motion. For each realization, the four moments \((\mu_0, \mu_1, \mu_2, \mu_3)\) have been measured and Eqs. (8)–(11) have been used to determine the parameters \((a_1, b_1, a_2, b_2)\) of an IFS whose attractor \(\sigma(x)\) shares the same values for the moments \((\mu_0, \mu_1, \mu_2, \mu_3)\). The resulting attractor \(\sigma(x)\) is also shown for each case in Fig. 3 and it serves as a model for the corresponding realization of the Brownian motion.

![spectrum](image3)

**Figure 3:** In each of the four panels: One realization of a Brownian motion (dotted line) whose moments \((\mu_0, \mu_1, \mu_2, \mu_3)\) are matched by the attractor (solid line) \(\sigma(x)\) of an IFS as in Eqs. (1)–(2).

The ability of the attractors of the IFS Eqs. (1)–(2) to approximate realizations of a Brownian motion comes from their self-affinity property, which makes them suitable to capture the power-law structure \(1/f^2\) of the power spectrum of the Brownian motion, as illustrated in Fig. 4.
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**Figure 4:** Estimation of the power spectrum (black) of the Brownian motion of Fig. 3a compared to the spectrum (gray) of the corresponding IFS attractor of Fig. 3a. The dotted line has slope \(-2\).

Another possible application of the IFS of Eqs. (1)–(2) is to consider the attractor \(\sigma(x)\) associated to the parameters \((a_1', b_1', a_2', b_2')\) and an another attractor \(\sigma'(x)\) associated to \((a_1'', b_1'', a_2'', b_2'')\). If we operate in a similar way as in Section 3, it can be established that, between
\[ \sigma(x) \text{ and } \sigma'(x), \text{ the cross-correlation} \]
\[ C = \int_0^1 \sigma(x) \sigma'(x) dx, \quad (12) \]
is expressable as
\[ C = \frac{(a_1 b_1' + a_2 b_2') \mu_0 + (a_1' b_1 + a_2 b_2') \mu_0' + b_1 b_1' + b_2 b_2'}{2 - a_1 a_1' - a_2 a_2'} \quad (13) \]
with the average values \( \mu_0 \) and \( \mu_0' \) given by Eq. (8).

Equation (13) can be used to select the parameters \((a_1, b_1, a_2, b_2)\) and \((a_1', b_1', a_2', b_2')\) so as to impose orthogonality, i.e. a zero cross-correlation \( C \) between \( \sigma(x) \) and \( \sigma'(x) \). An example of two orthogonal fractal waveforms generated in this way are shown in Fig. 5.
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**Figure 5:** Two orthogonal fractal signals generated through Eq. (13) and the IFS of Eqs. (1)-(2).

Since four parameters are associated to one given attractor, it may be possible to impose that one attractor be orthogonal to four others, and construct a set of different attractors that will be mutually (pair-wise) orthogonal. At the same time, since these attractors are fractal compactly-supported signals with details at all scales, they have a broadband frequency spectrum and can form useful families of waveforms for spread-spectrum communications or CDMA techniques [7]. These broadband waveforms are defined by only four parameters \((a_1, b_1, a_2, b_2)\) and their exchange over a communication channel in a spread-spectrum scheme with transmitted references can be made very cost-effective. Also, the number of sampling points to define the waveform through the IFS of Eqs. (1)-(2) is arbitrary; it can be made large to improve operation at the correlation receiver in a digital scheme, but at no extra cost other than the four parameters to describe the reference.

6 DISCUSSION

The IFS of Eqs. (1)-(2) with four parameters \((a_1, b_1, a_2, b_2)\) is the simplest IFS that can be conceived to generate fractal signals. Understanding of these minimal IFS models is useful to shed light onto more general and composite conditions. We have seen here possibilities for controlling several properties of the fractal attractors through the choice of \((a_1, b_1, a_2, b_2)\).

These simple IFS models can be extended in many different ways. For instance, the affine transformations of the signal amplitudes can be implemented in the complex plane, or they can be made dependent on \( x \) or nonlinear, provided they remain contractive. Also, the partitioning of the support \([0, 1]\) can be devised with great flexibility, into more than two sub-intervals, and parameterized. It is this possibility that is exploited in fractal image coding [2], where the support (the image) has to be adequately partitioned into “domain blocks” which are contractively transformed into smaller “range blocks”. Once the “geometrical” mapping between one range block and one domain block has been settled, the signal amplitudes (the gray levels) are mapped through an affine transform of the type \( a_1 s(x) + b_1 \) where the parameters \((a_1, b_1)\) are determined by minimizing the mean-squared difference between the gray-levels over the domain block and those over the associated range block being under coding. By contrast here, we address signal coding, not through minimization of a mean-squared difference, but through exact matching of coefficients (Fourier, moments), and also our partitioning of the support \([0, 1]\) is fixed and not parameterized. We nevertheless obtain rich signal models under the form of fractal attractors, with properties we show controllable through \((a_1, b_1, a_2, b_2)\).

In addition to image coding, IFS present interesting potentialities for many areas of signal processing, still to be explored, and based on their unique ability to model signals as attractors of an iterated convergent signal transformation, with control over the signals provided through the parameters of the transformation.
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