Analysis of Neural Networks with Chaotic Dynamics
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Abstract—We consider here simple neural network models, with continuous positive bounded activities and non-symmetric synaptic connections. We investigate the various dynamic regimes which are accessible for these systems. We show that unstable dynamics are very probable compared to stable dynamics. Among unstable dynamics, oscillatory (periodic or quasi-periodic) as well as chaotic dynamics are exhibited and analyzed. Situations are described where oscillatory dynamics are used to implement controllable neural pacemakers. Chaotic dynamics are shown to exhibit classical characteristics of deterministic chaos, like bifurcation diagrams, fractal attractors, and sensitive dependence on initial conditions. This last property sets a limit to any long term prediction concerning the evolution of the network in a chaotic regime.

1. INTRODUCTION

Neural network models incorporate some basic features of biological neural assemblies (high connectivity in a net, weighted sums of activities, nonlinear-response units, etc.). From these basic elements, their properties are developed, with the aim of capturing significant global properties of biological neural systems. A class of models that has been extensively studied is the one formed by networks with discrete output activities and symmetric synaptic connections [1]. For these models, an energy function can be introduced with acts as a Liapunov function for the dynamics, and ensures that the system always evolves to reach a stable state. These type of “attractor neural networks” can be studied with statistical mechanics methods (spin glass analogy) [2], and offer a framework to represent memory processes in neural systems.

These models can be made more realistic from a biological standpoint. In this direction, we consider here neural networks with continuous activities and asymmetric synaptic connections. A biological neuron can either be quiescent or firing with a possibly varying but bounded intensity. Accordingly, its output activity will be represented by a continuous variable between 0 and 1, which therefore cannot go negative. We add no extra conditions to prescribe values for the synapses, or dilute them as done for instance by Stariolo [3]. We then study the different dynamics that are accessible for these networks devoid of an energy function. With arbitrary synaptic connections, we show that stability is not preserved and that unstable dynamics are very probable. Among these unstable dynamics, oscillatory (periodic or quasi-periodic) as well as chaotic evolutions are exhibited.

Chaos, which has been experimentally observed in biological neural systems [4–6], can also be obtained from theoretical models in appropriate conditions. Recent theoretical works have reported chaos in neural networks, but with models of more complicated structures, e.g. with neurons with complex internal states [7], or with models where chaos is detected in quantities having no direct physical interpretation [8, 9], or in stochastic networks at the thermodynamic limit [10]. These contexts tend to obscure the minimal conditions in which chaos may occur in neural networks. In addition, simple mathematical
models which are devised to generate chaos [11], always rely, as a key element, on non-monotone nonlinearities. In neural networks, the basic nonlinearities are that of the input–output neuron transfer function, which is in essence a monotone nonlinearity. It is thus not a priori obvious if, and how, chaos may occur in these systems. We show here direct evidence of chaos, in individual neuron output activities, in simple networks with no restrictive conditions on synaptic values. The present work contains a generalization to a broad class of neural networks with unspecific architecture, of properties that we observed in small neural circuits with no more than two or three neurons associated in very specific architectures [12].

2. THE NETWORK MODEL

We consider fully connected networks of \( N \) nonlinear neuron-like elements. \( J_{ij} \) is the weight of the synaptic connection from neuron \( j \) to neuron \( i \). We assume that the synapses are devoid of any intrinsic plasticity, because we want to focus the analysis on the dynamics of the neuron activities, in comparison to which the dynamics of the synapses can be considered as quasistatic. \( S_i(t) \) is the output activity of neuron \( i \) at time \( t \). The neurons have a classic sigmoid transfer function, whose expression, for neuron \( i \), is given by equation (1). Both the threshold \( \theta_i \) and the slope \( \beta_i \) of the sigmoid can be considered as adjustable parameters for neuron \( i \).

\[
f_i(h) = \left[ 1 + \exp \left( -\frac{h}{\beta_i} \right) \right]^{-1}.
\]

We choose a discrete-time dynamics for the evolution of the neuron activities, governed by equation (2), with either parallel or sequential updating of the activities. (We observed that the updating mode does not qualitatively affect the global dynamic properties of the networks). This type of discrete-time dynamics seeks to model the effect of delays in the transmission of neural signals [12]. The iteration step \( \Delta t = 1 \) is interpreted as an average transmission delay of the neural signals.

\[
S_i(t + 1) = f_i \left[ \sum_{j=1}^{N} J_{ij} S_j(t) \right].
\]

A valuable aspect of this type of elementary neural network model, is that a wide range of dynamic behavior is accessible. In contrast with Hopfield networks [1, 13], no general conditions of stability exist for this category of models. Depending on the values assigned to the parameters \( J_{ij}, \theta_i \) and \( \beta_i \), both stable and unstable dynamics can result.

3. MONTE CARLO EVALUATION OF THE STABILITY

A Monte Carlo approach was used to evaluate the relative likelihood of stable and unstable dynamics under various conditions for assigning values to the parameters of the network. Figure 1 represents an evaluation of the probability of stability as a function of the number \( N \) of neurons in the network. The curves were obtained as follows. For a given number \( N \) of neurons, a large number of networks were constructed by randomly selecting the \( J_{ij} \)s from the interval \([-1, 1]\) with uniform probability, and with \( \theta_i = 0 \) and \( \beta_i = 5 \) for all the neurons. The stability probability was then evaluated as the frequency of stability over the networks of the statistical ensemble. For each network of the ensemble, initial conditions were selected randomly, and the dynamics described by equations (1 and 2) were allowed to evolve for a sufficient time, after which the outputs \( S_i(t) \) were tested to check if they had reached a stable state or not. Figure 1(a) represents the probability that a
4. CHARACTERIZATION OF UNSTABLE DYNAMICS

The unstable dynamics that are accessible were found to exhibit qualitatively different natures. We observed periodic, quasi-periodic, as well as chaotic evolutions. Figure 2 shows typical examples of unstable evolutions of the activity $S_i(t)$ in a network of three neurons, with $\theta_i = 0$ and $\beta_i = 5$ for all the neurons, and with synaptic weights $J_{ij}$ between $-1$ and $+1$. The dynamic regime, from periodicity in Fig. 2(a) to chaos in Fig. 2(d), is changed here by alteration of only one of the parameters of the network (namely $J_{13}$), while all the other parameters remain fixed.

The characteristics of a given time evolution (amplitude, repetition rate, shape, etc.) can be changed through modifications of parameters of the system.

For instance, for oscillatory regimes, conditions were found in which a neuron generates bursts of high activity, separated by intervals of low activity, with a repetition rate adjustable through alteration of a single synaptic weight or a neuron threshold. This type of mechanism implements controllable neural pacemakers.

For chaotic regimes, we have verified that classical characteristics of deterministic chaos [14] are present, such as bifurcation diagrams (Fig. 3), sensitive dependence on initial conditions with Liapunov exponents (Fig. 4), and fractal attractors (Figs 5 and 6).

A time evolution of a given signal $S_i(t)$ can be characterized by the phase portrait of its attractor in the phase plane spanned by the quantities $\{S_i(t), S_i(t+1)\}$. The typical situations that were observed are:

- stable or periodic regimes, with phase portraits that reduce to a finite set of points in the phase plane $\{S_i(t), S_i(t+1)\}$;
- quasi-periodic regimes, with phase portraits that describe a continuous closed curve in the phase plane;
Fig. 2. Different time evolutions of the output activity $S_i(t)$ in a three-neuron network, obtained for different values of the synaptic weight $J_{ij}$, all other parameters remaining fixed. (a) Periodic regime; (b) quasi-periodic regime; (c) 'bursting' chaotic regime; (d) chaotic regime.

Fig. 3. Bifurcation diagram of a neuron output activity $S_i(t)$ as a function of a synaptic weight $J_{ij}$ chosen as control parameter, all other parameters of the network remaining fixed. The activity evolves from stability to chaos through a cascade of period doubling.

It was possible, for a given network, to transform one type of phase portrait into another by continuously changing the parameters $J_{ij}$.

For these neural networks, it is also possible to select as phase variables, two arbitrary output activities $S_i(t)$ and $S_j(t)$ evaluated at the same time $t$. The resulting attractors in the phase plane $(S_i(t), S_j(t))$ are also suitable to reveal the existence of low-dimensional chaos, as shown in Fig. 6. These type of attractors, as in Fig. 6, can be interpreted as pointing out a coherence or correlation in the time evolution of a pair of output activities. If these two variables were completely independent one could expect the attractor to densely fill a
Fig. 4. Sensitive dependence on initial conditions for an output activity $S_i(t)$ in a chaotic regime: the diagram shows the time evolution of the distance $d(t)$ between two distinct sequences of iterates initiated at $t = 0$ with initial values for $S_i$ distant of $10^{-14}$. A Liapunov exponent of 0.62 can be deduced for the dynamics.

Fig. 5. Two examples of the phase portrait of the attractor for the dynamics of an output activity $S_i(t)$ in networks of no more than 10 neurons and displayed in the phase plane spanned by $(S_i(t), S_i(t+1))$. The folded structure (left) and self-similarity (right) are characteristic of fractal attractors.

region of the phase plane. Conversely, if these two variables were connected by a fixed functional dependence, one would expect a regular one-dimensional curve as attractor. The fractal attractors of Fig. 6 describe an intermediate situation, characterizing the complex connection that can be found between the output activities belonging to a same neural network.

5. DISCUSSION

The reported results show that qualitatively different dynamic regimes can exist in neural networks, even with very simple structures. It is interesting to note that this dynamic variability arises here from the sole evolution of the neuron activities; no intrinsic synaptic plasticity need be incorporated to obtain complex dynamic behavior. This contrasts with recent models, that incorporate plasticity and dilution of synapses [3], or rely on complex
architectures, or complex equations for both neuron and synapse dynamics \[9,10,15\], in order to generate chaotic evolutions in a neural network.

The dynamic regime of a network can be changed through modifications of internal or external parameters, such as synaptic weights or external neuron inputs (equivalent to the alteration of neuron thresholds). Thus, for instance, through synaptic plasticity, the system can 'learn' to adopt a specific dynamic regime in given conditions. Any one of the observed regimes possesses some degree of structural stability, for it can subsist over finite ranges of parameter values. With such properties, the different dynamic regimes of a neural network, provide frameworks to represent various 'cognitive' functions. Stable regimes, which are the most often used so far, and to implement memory processes, may not be the only useful ones. Periodic and quasi-periodic regimes offer schemes for the control of rhythmic biological functions such as respiration or locomotion. As mentioned in Section 4, the neural networks discussed here can behave, under specific conditions, as internally or externally controllable oscillators. The role of chaotic regimes in biological neural systems is not yet fully perceived. Nevertheless, it is now clear, both from experimental \[4-6,16\] and theoretical evidence, that chaotic dynamics can exist in neural systems, even with simple structures, as demonstrated here. The possibility of chaotic dynamics in neural networks, because of the sensitive dependence on initial conditions, imposes a limit to any long term prediction concerning the evolution of the system. The stability curves of Fig. 1 and their extrapolation to networks of biological size, indicate that the occurrence of an unstable chaotic regime is very probable in networks where the synapses are not strongly constrained. In a chaotic regime, the macroscopic states of activity of the neurons are very unlikely to be the substrate for any 'cognitive' or 'informative' process, because these states will critically depend on uncontrollable microscopic fluctuations. Explicit mechanisms must be implemented by the network to adapt its parameters, through learning for instance, in order to avoid chaos, which otherwise would be dominant. A possible alternative would be for the neural network to be capable of attributing a cognitive significance to the shapes formed by the attractors as shown in Figs 5 and 6. Further investigation of the dynamic properties of neural networks need be developed to understand if information processing through chaotic attractors can occur.

In this work we have been concerned with the analysis of the dynamic properties of
neural networks, with continuous positive and bounded activities, and no restrictive conditions on synaptic weights. It appears here clearly that these systems are endowed with very rich dynamic properties. A further problem which is naturally raised is that of the synthesis of a neural network with specified dynamic properties. For instance, how to choose or modify the synaptic weights in order to obtain, for a neuron activity, an oscillatory regime with given repetition rate and amplitude, or a chaotic regime with given statistical signal characteristics. To solve these questions requires the development of theoretical approaches to describe the behavior of networks of interacting nonlinear elements and that are devoid of an energy function. Beside the progress this would bring to the understanding of neural networks and complex systems, interesting applications could result, in system theory, control, signal and information processing.
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