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The impact of multiplicative speckle noise on data acquisition in coherent imaging is studied. This demon-
strates the possibility to optimally adjust the level of the speckle noise in order to deliberately exploit, with
maximum efficacy, the saturation naturally limiting linear image sensors such as CCD cameras, for instance.
This constructive action of speckle noise cooperating with saturation can be interpreted as a novel instance of
stochastic resonance or a useful-noise effect. © 2008 Optical Society of America
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. INTRODUCTION
n the domain of instrumentation and measurement, ac-
uisition devices are generally linear for small inputs and
aturate at large inputs. The linear part of their input–
utput characteristic usually sets the limit of the signal
ynamic to be acquired with fidelity. In this paper, by con-
rast, we are going to show the possibility of a useful role
f saturation: We report situations where the data acqui-
ition is performed more efficiently when the information-
arrying signal reaches the saturation level of the acqui-
ition device than when it strictly remains located in its
inear part. The beneficial role of saturation will be illus-
rated in the domain of optical coherent imaging. In this
omain, because of very irregular spatial interference
rom the coherent phases, images have a grainy, noisy ap-
earance called speckle. We will show how the level of the
peckle noise can be optimally adjusted in order to maxi-
ize the benefit to be obtained from saturation of an im-

ge acquisition device. This constructive action of speckle
oise cooperating with saturation will be interpreted as a
ew instance of the phenomenon of stochastic resonance.
tochastic resonance is a generic denomination that des-

gnates the possibility of improving the transmission or
rocessing of an information-carrying signal by means of
n increase in the level of the noise coupled to this signal.
ince its introduction some twenty-five years ago in the
ontext of climate dynamics, the phenomenon of stochas-
ic resonance has experienced a large variety of exten-
ions, developments, and observations in many areas of
atural sciences (for overviews, see, for instance, [1,2]). In
articular, occurrences of stochastic resonance have been
eported in optics (for example, in [3–8]). Recently, sto-
hastic resonance has been observed in coherent imaging
ith speckle noise in [8], where the possibility of a con-

tructive action of speckle noise in the transmission of an
mage in a coherent imaging system is reported. For this
rst report in [8], the imaging sensor was purposely taken
1084-7529/08/061287-6/$15.00 © 2
n the elementary form of a 1-bit quantizer. The present
aper proposes to extend the result of [8] by considering a
haracteristic more realistic at the signal acquisition level
nd more similar to practical imaging sensors such as
CD cameras, involving both linear and saturation parts.
ther nonlinear systems with saturation have been in-
estigated for stochastic resonance, but this was with a
emporal (monodimensional) information signal and addi-
ive noise [9,10]. By contrast, the possibility of stochastic
esonance with speckle noise, which is multiplicative
oise, in a (bidimensional) imaging system with satura-
ion is demonstrated here, to the best of our knowledge,
or the first time.

. COHERENT IMAGING SYSTEM
he input image S�u ,v�, with �u ,v� spatial coordinates, is

ormed by a distribution of gray levels characterized by
he probability density pS�s�. The speckle noise N�u ,v�,
haracterized by the probability density pN�n�, acts
hrough the multiplicative coupling

S�u,v� � N�u,v� = X�u,v�, �1�

o as to form the intermediate image X�u ,v� corrupted by
he speckle. The noisy image X�u ,v� is observed by means
f an acquisition device, described by the input–output
emoryless characteristic g�·�, delivering the output im-

ge

Y�u,v� = g�X�u,v��. �2�

We introduce similarity measures between the
nformation-carrying input image S�u ,v� and the output
mage Y�u ,v�. One possibility is provided by the normal-
zed cross covariance between images S�u ,v� and Y�u ,v�,
efined as
008 Optical Society of America
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CSY =
�SY� − �S��Y�

��S2� − �S�2��Y2� − �Y�2
, �3�

here �·� denotes an average over the images. The cross
ovariance CSY is close to one when images S�u ,v� and
�u ,v� carry strongly similar structures and is close to
ero when the images are unrelated.

In addition, in the case where both input image S�x ,y�
nd output image Y�x ,y� take their values in the same
ange of gray levels, another input–output similarity
easure is provided by the input–output rms error

QSY = ���S − Y�2�. �4�

We want to investigate the impact of speckle noise on
he input–output similarity measures CSY and QSY char-
cterizing the transmission of the images. For the sequel,
e consider for the acquisition device the characteristic

g�x� = �
0 for x � 0

x for 0 � x � �

� for x � �

. �5�

he characteristic g�·� of Eq. (5) is a standard model for
any sensors or image acquisition devices, such as CCD

ameras, for instance; g�·� of Eq. (5) is purely linear for
mall input levels above zero, and it saturates for large
nput levels above ��0. For instance, g�·� of Eq. (5) offers

model for a CCD camera that will represent the input
n, say, 256 levels between 0 and 255, and will saturate
bove 255.
Since in coherent imaging, following Eq. (1), the

peckle noise N�u ,v� has a multiplicative action on the in-
ut image, the level of the speckle noise plays a key role
n fixing the position of the dynamics of the image X�u ,v�
pplied onto the acquisition device g�·� in relation to its
inear range �0,��. For a given sensor with a fixed satura-
ion level �, too large a level of the multiplicative speckle
oise N�u ,v� may strongly saturate the acquisition, while
oo low a level of N�u ,v� may result in a poor exploitation
f the full dynamics �0,�� of the sensor. We will use the
imilarity measures CSY and QSY of Eqs. (3) and (4) to
uantitatively characterize the existence of an optimal
evel of the speckle noise in given conditions of image ac-
uisition. Interestingly, the optimal level of speckle noise
ill be found to deliberately exploit the saturation in the
peration of the sensor. By taking advantage of the satu-
ation in this way, the acquisition reaches a maximum
erformance that cannot be achieved when the sensor is
perated solely in the linear part of its response.

. EVALUATION OF THE INPUT–OUTPUT
IMILARITY MEASURES
ith the sensor g�·� of Eq. (5), we now want to derive ex-

licit expressions for the input–output similarity mea-
ures CSY and QSY of Eqs. (3) and (4). For the computa-
ion of the output expectation �Y�, it is to be noted that Y
akes its values in �0,�� as a consequence of Eqs. (2) and
5). We introduce the conditional probability Pr	Y
�y ,y+dy�
S=s�. For the nonsaturated pixels in the out-
ut image Y�u ,v�, with gray levels such that 0�y��, one
as

Pr	Y � �y,y + dy�

S = s�

= Pr	N � �y/s,y/s + dy/s��

= pN�y/s�dy/s, �6�

nd for the saturated pixels of the output image Y�u ,v�,
ith a gray level such that y=�, one has

Pr	Y = 
�
S = s� = Pr	sN � �� = Pr	N � �/s� = 1 − FN��/s�,

�7�

ith the cumulative distribution function FN�n�
�−�

n pN�n��dn� of the speckle noise. This is enough to de-
uce the expectation �Y� as

�Y� =

s



y=0

�

ypN�y/s�
dy

s
pS�s�ds +


s

��1 − FN��/s��pS�s�ds.

�8�

e introduce the auxiliary function GN�n�
�0

nn�pN�n��dn�, and then Eq. (8) becomes

�Y� = � +

s

�sGN��/s� − �FN��/s��pS�s�ds. �9�

In a similar way, the expectation �SY� is

�SY� =

s



y=0

�

sypN�y/s�
dy

s
pS�s�ds +


s

s��1

− FN��/s��pS�s�ds, �10�

mounting to

�SY� = ��S� +

s

�s2GN��/s� − �sFN��/s��pS�s�ds. �11�

Evaluation of Eqs. (3) and (4) also requires the expec-
ation �Y2�, which is

�Y2� =

s



y=0

�

y2pN�y/s�
dy

s
pS�s�ds +


s

�2�1

− FN��/s��pS�s�ds. �12�

nd with the auxiliary function HN�n�=�0
nn�2pN�n��dn�,

q. (12) becomes

�Y2� = �2 +

s

�s2HN��/s� − �2FN��/s��pS�s�ds. �13�

With �S�=�sspS�s�ds and �S2�=�ss2pS�s�ds, Eqs. (9),
11), and (13) allow one to evaluate the input–output simi-
arity measures CSY and QSY of Eqs. (3) and (4) in given
nput conditions specified by pS�s� and pN�n�.

. EXPONENTIAL SPECKLE NOISE
useful probability density pN�n� for the speckle noise

�u ,v� is provided [11] by the exponential density



t
F
v
i

a

f

a

5
B
W
t
T
m
v
O
l
w
�
n
t
e
t
t
b

w
r
=

f

a

e
a

d
m
l
d
a
t
p
t
v
c
r
m
f
a
t

6
A
t
i
s
a
c
s
p
[
1
a
m
r
r
o

Chapeau-Blondeau et al. Vol. 25, No. 6 /June 2008/J. Opt. Soc. Am. A 1289
pN�n� =
1

�
exp�−

n

�
�, n � 0, �14�

he density being zero for the negative gray levels n�0.
rom Eq. (14), the parameter � is both the standard de-
iation and the expectation �N� of the speckle noise. Also,
t follows from Eq. (14) that

FN�n� = 1 − exp�−
n

�
�, n � 0, �15�

GN�n� =

0

n

n�pN�n��dn�

= ��1 − �n

�
+ 1�exp�−

n

�
��, n � 0, �16�

nd

HN�n� =

0

n

n�2pN�n��dn�

= �2�2 − ��n

�
�2

+ 2
n

�
+ 2�exp�−

n

�
��, n � 0.

�17�

Then it results from Eq. (9) that

�Y� = ��S� − �

s

s exp�−
�

s�
�pS�s�ds, �18�

rom Eq. (11) that

�SY� = ��S2� − �

s

s2 exp�−
�

s�
�pS�s�ds, �19�

nd from Eq. (13) that

�Y2� = 2�2�S2� − 2�

s

��s2 + �s�exp�−
�

s�
�pS�s�ds.

�20�

. EXPONENTIAL SPECKLE NOISE WITH
INARY INPUT IMAGE
ith the exponential speckle noise N�u ,v�, we now choose

o examine the situation of binary input images S�u ,v�.
his class of images represents, for instance, a basic
odel for images characterized by only two regions with

ery narrow probability density functions in each region.
ne can think of an object with an almost uniform gray

evel centered around I1�0, standing over a background
ith an almost uniform gray level centered around I0
0. Such a scene would be fairly approximated by its bi-

ary version containing only levels I1 and I0. In addition,
he simple choice of a binary input image S�u ,v� with lev-
ls I1 and I0 will allow us to carry further the analytical
reatment of our theoretical model. With Dirac delta func-
ions, the probability density function associated with a
inary image is
pS�s� = p1	�s − I1� + �1 − p1�	�s − I0�, �21�

here p1 is the fraction of pixels at I1 in image S�u ,v�. It
esults from Eq. (21) that �S�=p1I1+ �1−p1�I0 and �S2�
p1I1

2+ �1−p1�I0
2. One then obtains for Eq. (18)

�Y� = ��S� − ��p1I1 exp�−
�

I1�
� + �1 − p1�I0 exp�−

�

I0�
�� ,

�22�

or Eq. (19)

�SY� = ��S2� − ��p1I1
2 exp�−

�

I1�
�

+ �1 − p1�I0
2 exp�−

�

I0�
�� , �23�

nd for Eq. (20)

�Y2� = 2�2�S2� − 2��p1��I1
2 + �I1�exp�−

�

I1�
�

+ �1 − p1���I0
2 + �I0�exp�−

�

I0�
�� . �24�

Equations (22)–(24) now make possible an explicit
valuation of the input–output similarity measures CSY
nd QSY of Eqs. (3) and (4).
Figures 1(A) and 1(B) give an illustration, showing con-

itions of nonmonotonic evolutions of the performance
easures CSY and QSY, which can be improved when the

evel of the speckle noise increases. Figures 1(A) and 1(B)
emonstrate that the performance measures CSY and QSY
re maximized when the level � of the speckle noise is
uned at an optimal nonzero value, which can be com-
uted with the present theory. In practice, the level � of
he speckle noise can be controlled by experimentally
arying the intensity of the coherent source. This way of
ontrolling � makes possible a confrontation of the theo-
etical and experimental evolutions for the performance
easures CSY and QSY. This confrontation has been per-

ormed, and the results are also presented in Figs. 1(A)
nd 1(B). We briefly describe the experimental setup in
he following section.

. EXPERIMENTAL VALIDATION
n optical version of the theoretical coherent imaging sys-

em described in Section 2 has been realized in the follow-
ng way. A laser beam of tunable intensity goes through a
tatic diffuser to create a speckle field, which illuminates
slide with calibrated transparency levels carrying the

ontrast of the input image S�u ,v�. A lens then images the
lide plane on a camera CCD matrix to produce the out-
ut image Y�u ,v�. This experimental setup was used in
8] with an image acquisition device reduced to a simple
-bit quantizer. By contrast, here the input–output char-
cteristic of the image acquisition device presents the
ore realistic characteristic given by Eq. (5). A digital

epresentation of the binary input image S�u ,v� used to
ealize this experiment is shown in Fig. 2 (left), with the
bject representing an airplane surrounded by a dark
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ackground. Some specific conditions arise to operate the
xperimental setup in the domain of validity of the
peckle noise model of Eqs. (1) and (14). As is visible in
ig. 2, the experimental image appears with grains typi-
al of speckle. The probability density of Eq. (14) de-
cribes the fluctuations of gray levels in the speckle at
cales below the grain size, and it does not suffer from av-
rages over several neighboring grains [11]. As such, the
peckle noise model of Eqs. (1) and (14) is adequate to de-
cribe the situation where the detector pixel size is
maller than the speckle grain size [11]. At the same time,
he statistical modeling based on the probability density
f Eq. (14) is meaningful if the acquired image Y�u ,v� con-
ains a large number of speckle grains for the statistics.
hus, the speckle grain size has to be controlled, like in
ig. 2 (right), in order to be much larger than the pixel
ize and much smaller than the CCD matrix. This control
s obtained experimentally by adjusting the focus of the
aser beam on the diffuser with a micrometer-scale sensi-
ivity linear stage. Nevertheless, the speckle grain size is
ot a critical parameter, since it does not qualitatively af-

ect the existence of the nonmonotonic evolution of the im-
ge acquisition performance with the speckle noise level.
uantitatively, too small a speckle grain size would

ig. 1. Normalized cross covariance CSY (A) and rms error QSY
oise when �=1, p1=0.27, and I0=0.5 at various I1. The solid curv
ata sets (circles) are obtained by injecting into Eq. (1) real spec
hange the speckle noise probability density function,
ince it would result from the integration over a pixel of
ultiple grains. Such probability density functions would

e narrower than the exponential model considered here
11]. Too small a speckle grain size would therefore pre-
erve and even enhance the nonmonotonic evolution of
he image acquisition performance with the speckle noise
evel. Alternatively, too large a speckle grain size would
ot modify the speckle noise distribution but would im-
ose a larger sensor CCD matrix in order to preserve
imilar efficacy in the estimation of the statistical aver-
ges, as in Fig. 1. Also, in the speckle noise model of Eq.
14), a single standard deviation � is assumed for the
peckle over the whole image N�u ,v�. Therefore, special
ttention has to be devoted to control experimentally the
niformity of the laser beam. In our case, this is ensured
y a spatial filter designed to obtain a clean laser beam
uasiuniform around its center, covering the CCD matrix.
xperimental results produced by the setup described
bove are also presented in Fig. 1 for comparison with the
heoretical predictions. The results of Figs. 1(A) and 1(B)
emonstrate, under the conditions indicated, a good
greement with the theoretical calculation of the perfor-
ance measures C and Q .

a function of the rms amplitude �2� of the exponential speckle
ds for the theoretical expressions of Eqs. (3) and (4). The discrete
ages collected from the experimental setup of [8].
SY SY
ig. 2. (Left) Input image S�u ,v�, with size 1024 �1024 pixels, used for the experimental validation presented in Fig. 1, where the
bject is occupying p1=27% of the image surface and parameters I0=0.5, I1=1.5. (Right) Corresponding intermediate image X�u ,v� ob-
ained with a speckle noise rms amplitude �2�=0.42.
(B) as
e stan
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. INTERPRETATION
igure 1 illustrates how an image can be acquired with
aximum efficacy when a sufficient amount of speckle
oise is injected in the present coherent imaging system.
his feature can be interpreted as a form of stochastic
esonance or a useful-noise effect. Stochastic resonance is
n a priori counterintuitive phenomenon in a purely lin-
ar context, and it generally requires the presence of a
onlinear system in order to occur. The nonlinearity here

s the saturating part in the response of the image acqui-
ition device. As depicted in Fig. 3, at the optimal level of
peckle noise, the saturation of the acquisition device af-
ects almost only the pixels of one of the two regions
background and object) of the image. In Fig. 3, since I1

I0, the pixels saturated in the acquired image Y�u ,v� al-
ost all belong to the object region. Therefore, under the

ptimal speckle noise conditions of Fig. 3, the object re-
ion in the acquired image is somehow denoised by the
aturation of the acquisition device. For too low a level of
peckle noise, the acquired image is not saturated at all
nd cannot benefit from this denoising by saturation. For
oo high a level of the speckle noise, saturation progres-
ively affects both regions of the acquired image, which
oses its contrast and thus its similarity with the input bi-
ary image S�u ,v�. This provides a qualitative interpre-
ation for the nonmonotonic evolutions of the performance
easures quantified in Fig. 1 when the level of the

peckle noise is raised.
Based on the results of [9], it can be expected that the

ossibility of a beneficial exploitation of speckle noise in
he presence of saturation will carry over to images with
istributed gray levels. In essence, the effect is not criti-
ally dependent on the discrete binary nature of the
nformation-carrying signal. In general terms, the start-
ng point is an information-carrying signal at a given ini-
ial level of noise that places the sensor to operate essen-
ially in the linear part of its input–output characteristic.
hen, from this point, a sufficient increase in the level of

ig. 3. (Left) Histogram of background ��� and object �*� region
mage S�u ,v� is the same as in Fig. 2 (left). The solid curves are t
14). The dashed curve stands for the saturating level �=1 of th

ental setup of [8] with an rms amplitude �2�=0.42, correspon
inary image representing only the pixel saturated in the acquire
gure.
oise at the input causes the sensor to operate in the
aturation part of its response. As explained below, the
aturation implements a clipping mechanism that has the
bility to reduce the noise. With adequate control, this
an lead to a situation at the output of the clipping device
hat is more favorable for the information-carrying signal
han its initial situation with no clipping. The feasibility
f such an effect was shown in [9] for continuously distrib-
ted 1D temporal signals with additive noise. Here we
ave demonstrated the feasibility of the effect on binary
D spatial signals (images) with multiplicative speckle
oise.

. CONCLUSION
or coherent imaging, we have demonstrated that satura-

ion of an acquisition device can be exploited to perform a
ignal transmission more efficient than that of a purely
inear sensor. Optimal transmission is obtained by adjust-
ng the speckle noise at a sufficient level, which deliber-
tely operates the acquisition device in its saturating
art. This constructive action of speckle noise cooperating
ith saturation is interpreted as a novel instance of sto-

hastic resonance. The possibility of a constructive action
f the multiplicative speckle noise has been illustrated
ith an exponential speckle probability density and bi-
ary images. Under these conditions, we have shown good
greement between theoretical and experimental results
n relation to influence of speckle noise grain size. A quali-
ative explanation of the mechanism at the root of the im-
rovement by the speckle noise has also been proposed. It
ppears in this way that, with binary images buried in
peckle noise, clipping in the acquired images can be a
seful operation that acts as a denoising stage, which can
e, as demonstrated here, optimally controlled by tuning
he speckle noise at a sufficient level. Because of the prac-
ical importance of saturating sensor characteristics, this
esult constitutes an interesting extension of [8], where

termediate image X�u ,v� of Eq. (1) on a logarithmic scale. Input
oretical histograms calculated from the exponential model of Eq.
isition image device. Speckle noise is obtained from the experi-
o the optimal value of normalized cross covariance CSY. (Right)
e Y�u ,v� under the acquisition conditions of the left panel of this
s in in
he the
e acqu
ding t
d imag
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he possibility of nonmonotonic evolutions of image acqui-
ition performance as a function of the speckle noise am-
litude was shown with a simple 1-bit quantizer.
Acquisition, usually seen as the very first step in an in-

ormation processing chain, is conventionally designed to
eproduce a faithful representation of the physical signal
ith the highest linear fidelity. Here we have shown how

he nonlinear saturating part of an acquisition device can
lso be used as a preprocessor capable of denoising prop-
rties usually undertaken at higher levels in the informa-
ion processing chain. Comparable situations where the
lipping effect of a saturating device can benefit from the
rocessing of an information-carrying signal can also be
ound in other contexts. In signal detection [12], the effect
an be used to reduce the detrimental impact on the per-
ormance of detectors of spikes due to non-Gaussian
eavy-tailed additive noises. Some distinct nonlinear ef-
ects, bearing some similarity with the present clipping
ffect, have also been reported in other areas of coherent
maging [13–15]. Some benefits of clipping are shown in
13–15] for real-time image processing. Yet in these refer-
nces, the clipping that is used is meant as hard clipping,
hich is, in fact, a 1-bit quantization of the image. This
iffers in essence from the type of clipping we consider
ere, arising from the linear response of a sensor that
eaches saturation. Moreover, the processes addressed in
13–15] are postacquisition processes distinct from the ac-
uisition task investigated here at the sensor level.
Results of this report could be extended in several di-

ections. For example, more sophisticated images with
istributed gray levels, instead of binary images, could be
ested. The case of coherent images with distributed gray
evels can be investigated by means of the general theo-
etical framework developed here, which is valid for any
ype of speckle noise and input image distribution. As dis-
ussed in Section 7, the stochastic resonance or useful-
oise effect reported here is expected to carry over to im-
ges containing more than two gray levels. Therefore, it
ould be interesting to confront, as done here, theoretical
nd experimental results and to examine how the benefi-
ial action of speckle noise in association with saturation
volves in these other conditions of coherent imaging. One
ould also consider image processing tasks other than the
cquisition task treated here. Image processing tech-
iques for coherent imaging that take into account the
tatistical properties of the noisy images are commonly
mplemented, for instance, for detection [16], segmenta-
ion [17], or parameter estimation [18] purposes. These
echniques usually assume a perfectly linear model for
he acquisition device, and the experimental images ac-
uired for the validation of their theoretical performance
re made at a low level of speckle noise to minimize the
aturation that always exists in practice. Therefore, it
ould be interesting to investigate the performance of
uch detection, segmentation, or parameter estimation
echniques as described in [16–18], with the presence of a
aturating part in the response of the acquisition device,
nd in the light of the present results that predict an in-
reased benefit that can be drawn from saturation.
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