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a b s t r a c t 

For the fundamental task of estimating a phase on an arbitrary quantum process, a variant of Fourier- 

based quantum phase estimation is devised, which uses a probing signal of multiple entangled qubits. 

For simple practical implementation, each probing qubit can be applied and measured separately. When 

the qubits are optimally entangled, the Heisenberg enhanced scaling of the estimation efficiency is ob- 

tained. The phase estimation protocol can be applied equally in the presence of quantum phase noise. 

This enables us to investigate the impact of a generic quantum phase noise on the performance of the 

Fourier-based phase estimation. Especially it reveals that the strategy found optimal with no noise, grad- 

ually loses its optimality as the noise increases. Also, in contrast to the noise-free situation, with noise 

the presence of entanglement is no longer uniformly beneficial to estimation; there exists an optimal 

amount of entanglement to maximize the efficiency and above which it becomes detrimental. The results 

contribute to better knowledge of quantum noise and entanglement for quantum signal and information 

processing. 

© 2019 Elsevier B.V. All rights reserved. 
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. Introduction 

The phase of quantum states can carry useful metrological in-

ormation [1] . The phase for quantum states is also an essential

roperty which determines their ability for interference, interac-

ion, coherence, and therefrom their capabilities for quantum in-

ormation processing and computation [1] . Phase estimation on

uantum states is therefore a crucial task of quantum metrology,

nd it relates to other quantum processes where signal process-

ng can usefully contribute [2–8] . For instance, phase estimation

t the quantum level is relevant to interferometry, magnetometry,

tomic clocks or frequency standards [9,10] . Phase estimation also

tands as a key step in the celebrated Shor quantum algorithm for

he prime factorization of integers in polynomial complexity, while

ll known classical algorithms remain with exponential complex-

ty [1,11,12] . Quantum measurement inherently holds a probabilis-

ic character, and, in the framework of statistical estimation the-

ry, for quantum phase estimation from measurement, various ap-

roaches have progressively been developed [13–18] . 

The Fourier transform is a fundamental tool of signal process-

ng which is intrinsically suited for phase processing. The Fourier

ransform, when extended to the quantum domain, has been
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hown to offer the ground for a very efficient and convenient ap-

roach to quantum phase estimation [1,19,20] . Reference [19] by

itaev is commonly recognized as the origin of the Fourier-based

pproach to quantum phase estimation, while Refs. [1,20] con-

ain further description and analysis of the Kitaev approach. Such

ourier-based approach can deliver a phase estimate with an arbi-

rary controllable precision, and moreover, as we shall see, by ex-

loiting the specifically quantum property of entanglement, it can

chieve enhanced precision inaccessible by classical means [21–

4] . 

Following its proposal, the Fourier-based approach to quan-

um phase estimation has been analyzed in its principle, and un-

er various feasible forms and variants, especially in the presence

f entanglement revealing the possibility of enhanced efficiency

19,20,23,25,26] . For further progress and broader understanding,

t is also of primary importance to investigate the behavior of the

pproach and evolution of its properties, in the realistic conditions

here quantum noise is present. Quantum noise – manifesting the

ecoherence or alteration of quantum states due to their interac-

ion with an uncontrolled environment – is a ubiquitous feature

enerally impacting the performance of quantum processing and

uantum technologies. Very few studies have addressed the analy-

is of Fourier-based quantum phase estimation in the presence of

oise [21,23,27] ; and to our knowledge, no studies have been re-

orted on the impact of phase noise, which is specifically mean-
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Fig. 1. Quantum circuit involving N − 1 input qubits prepared in the state | k 〉 of 

Eq. (3) and acting as control qubits applied sequentially to the controlled- U ξ gate. 

The U ξ gate is fed with its eigenstate | u 〉 which remains unchanged all through 

the operation. The N − 1 control qubtits terminate in the joint state exp (i 2 πkξ ) | k 〉 
separable from | u 〉 , as in Eq. (4) . 
ingful when phase information is at stake, as in the estimation task

we consider here. 

In this paper we will propose and analyze a variant of the

Fourier-based method for quantum phase estimation, and investi-

gate the evolution of its performance in the presence of quantum

phase noise. We will start, in Section 2 , with a brief recall of the

properties required from the quantum Fourier transform. We will

then describe in Section 3 the variant of Fourier-based quantum

phase estimation, of simple practical implementation and optimiz-

able so as to benefit from enhanced efficiency from quantum en-

tanglement. In addition, in Section 4 , this variant will be consid-

ered in the presence of quantum phase noise. This will enable us

to develop the first analysis of Fourier-based quantum phase esti-

mation in the presence of phase noise, especially offering a handle

for investigating the impact of noise on the performance. 

2. Quantum Fourier transform 

We briefly recall in this Section notions concerning the quan-

tum Fourier transform [1] , and that will serve for the methodology

of phase estimation. For a quantum system with an N -dimensional

complex Hilbert space H N , an orthonormal basis is formed by the

set of N vectors | j〉 ∈ { | 0 〉 , | 1 〉 , . . . | N − 1 〉 } having the Fourier trans-

form 

| j〉 � −→ | ̃  j 〉 = 

1 √ 

N 

N−1 ∑ 

k =0 

exp 

(
i 2 π

jk 

N 

)
| k 〉 . (1)

The set of the N vectors { | ̃  j 〉 } = { | ̃  0 〉 , | ̃  1 〉 , . . . | ˜ N − 1 〉 } resulting

from Eq. (1) when the integer j = 0 to N − 1 , forms another or-

thonormal basis of H N , and it defines the Fourier transform of the

original basis { | j〉 } = { | 0 〉 , | 1 〉 , . . . | N − 1 〉 } . The two bases are re-

lated through | ̃  j 〉 = U F | j〉 via the N × N symmetric unitary matrix

U F with generic term 

[
exp (i 2 π jk/N) 

]
/ 
√ 

N . 

The inverse Fourier transform is defined by the reverse change

of basis inverting the transformation of Eq. (1) and transforming

the Fourier basis { | ̃  j 〉 } = { | ̃  0 〉 , | ̃  1 〉 , . . . | ˜ N − 1 〉 } back into the original

basis { | j〉 } = { | 0 〉 , | 1 〉 , . . . | N − 1 〉 } , and reading 

| ̃  j 〉 � −→ | j〉 = 

1 √ 

N 

N−1 ∑ 

k =0 

exp 

(
−i 2 π

jk 

N 

)
| ̃  k 〉 , (2)

or equivalently | j〉 = U 

† 
F | ̃  j 〉 since by unitarity U 

−1 
F = U 

† 
F . 

3. Fourier-based phase estimation 

We address the generic problem of quantum phase estimation

defined as follows. A quantum process is represented by the uni-

tary operator U ξ acting in a Hilbert space H of arbitrary dimen-

sion. Being unitary, U ξ has its eigenvalues of unit modulus in C ;

and U ξ is endowed with an eigenvalue denoted exp ( i 2 πξ ) asso-

ciated with the eigenstate | u 〉 ∈ H, so that U ξ | u 〉 = exp (i 2 πξ ) | u 〉 .
A materialization of the process U ξ is offered for example by an

optical interferometer introducing a phase shift ξ along a path,

and operated at the quantum limit, with applications for instance

to gravitational wave detection, atomic clocks, or high-sensitivity

magnetometry [9,10] . The task is then to estimate the unknown

value of the phase ξ ∈ [0, 1[ . 

As is standard with quantum circuits for quantum processing

and computation (see for instance [1] and its Section 4.3), we as-

sume that we can use a qubit in state | c 〉 of the two-dimensional

Hilbert space H 2 , in order to control the application of the unitary

U ξ . This realizes the controlled- U ξ operation, denoted cU ξ , and

acting in the product space H 2 � H as cU ξ | c = 0 〉 | v 〉 = | c = 0 〉 | v 〉
and cU ξ | c = 1 〉 | v 〉 = | c = 1 〉 U ξ | v 〉 , i.e. the arbitrary state | v 〉 ∈ H
gets transformed by U ξ when the control bit c = 1 , while state
 v 〉 remains unchanged when the control bit c = 0 . The eigenstate

 u 〉 ∈ H therefore transforms as cU ξ | 0 〉 | u 〉 = | 0 〉 | u 〉 and cU ξ | 1 〉 | u 〉 =
xp (i 2 πξ ) | 1 〉 | u 〉 . 

Based on these elements, several approaches have been pro-

osed for the estimation of the unknown quantum phase ξ . The

pproach using Fourier transform is specifically useful since it usu-

lly involves a single measurement on a multiple-qubit signal to

eliver a “one-shot” phase estimate of controllable precision, over

he whole feasible range [0, 1[ with no need for prior information.

he origin of Fourier-based quantum phase estimation is com-

only referred to the work of Kitaev [19] ; the approach is fur-

her analyzed for instance in [1,20] and is briefly reviewed here

n Appendix A . This approach by Kitaev [1,19,20] , as explained in

ppendix A , uses L separable control qubits and N = 2 L evaluations

f the elementary process U ξ in order to estimate the phase ξ with

 mean-squared error scaling as 1/ N . This approach by Kitaev in

ts standard circuit implementation [1,20] uses L distinct gates U 

2 � 

ξ

btained by raising U ξ to all powers of the form 2 � with integer

 ∈ [0 , L − 1] , and moreover under the form of a controlled version

f each process U 

2 � 

ξ
. As an alternative here we develop an approach

hat uses N control qubits and a same number N of evaluations

f the elementary process U ξ , and is able to estimate the phase

with the same 1/ N scaling of the mean-squared error. This ap-

roach in its circuit implementation uses only one copy of the el-

mentary controlled- U ξ process, materialized by a single physical

ate for U ξ , evaluated N times sequentially. In addition, by opti-

ally entangling the N control qubits, an improved mean-squared

rror scaling as 1/ N 

2 instead of 1/ N will become accessible, as it

as also obtained with the Fourier-based estimation of [21,25] in

ifferent conditions, but was not present with the original Kitaev

pproach. 

For efficient estimation, we therefore take N − 1 control qubits,

or which we consider the joint state, denoted | k 〉 , for integer k =
 to N − 1 , formed with the k first qubits placed in state |1 〉 while

he remaining qubits are placed in state |0 〉 , according to 

 k 〉 = 

N−1 ︷ ︸︸ ︷ 
| 0 〉 · · · | 0 〉 | 1 〉 · · · | 1 〉 ︸ ︷︷ ︸ 

k 

= 

∣∣ N−1 ︷ ︸︸ ︷ 
0 · · · 0 1 · · · 1 ︸ ︷︷ ︸ 

k 

〉
. (3)

he inner scalar products verifying 〈 k | k ′ 〉 = δkk ′ for k, k ′ = 0 to

 − 1 , establish that the set of N states { | k 〉 } , for k = 0 to N − 1 ,

orms an orthonormal basis for the N -dimensional subspace H 

′ 
N 

of

he 2 N−1 -dimensional Hilbert space H 

�(N−1) 
2 

of the N − 1 qubits.

ll the relevant processes that are going to take place will main-

ain the quantum states in the subspace H 

′ 
N 
, which is established

n this way as the working Hilbert space. 

The N − 1 qubits in state | k 〉 ∈ H 

′ 
N 

act as control qubits to the

ontrolled- U ξ process, as depicted in Fig. 1 . Each of the N − 1 con-

rol qubits is separately physically materialized, and it can there-

ore be applied sequentially and separately to the controlled- U ξ
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1 For a given j the probability P j = | a ′ 
j 
| 2 resulting from Eq. (9) seen as a function 

of ξ represents the likelihood, and maximized by ξ = j/N it establishes ̂ ξ = j/N as 

the maximum likelihood estimator. 
ate. In this way, in Fig. 1 , the N − 1 control qubits are applied se-

uentially, one after the other, to the same controlled- U ξ gate fed

ith the eigenstate | u 〉 . 
Based on the functioning of the controlled- U ξ gate described

bove in this Section, in Fig. 1 , in a single step when one

ontrol qubit at |0 〉 is applied on the input, one realizes the

nput–output transformation |0 〉 | u 〉�→ |0 〉 | u 〉 , and when one con-

rol qubit at |1 〉 is applied, one realizes the input–output trans-

ormation |1 〉 | u 〉�→ exp ( i 2 πξ )|1 〉 | u 〉 . Accordingly, when a sequence

f N − 1 control qubits in state | k 〉 are successively applied,

ne realizes the input–output transformation | k 〉 | u 〉 �(N−1) �→
xp (i 2 πkξ ) | k 〉 | u 〉 �(N−1) 

. This represents N − 1 evaluations of the

ontrolled- U ξ process, which can be performed sequentially on the

ame single materialization of the controlled- U ξ gate, each evalu-

tion triggered in succession by each of the control qubit applied

ne after the other. This operation realizes a separable evolution of

he control qubits and of the arbitrary eigenstate | u 〉 , which is sim-

lar to the separable evolution occurring in the standard quantum

hase estimation approach by Kitaev, as described in Appendix A .

s a result, the circuit of Fig. 1 implements, for the N − 1 control

ubits | k 〉 , the input–output transformation 

 k 〉 � −→ exp (i 2 πkξ ) | k 〉 . (4)

lternatively, instead of the sequential operation described above,

n equivalent operation could be carried out in parallel, by apply-

ng the N − 1 control qubits simultaneously to N − 1 controlled-

 ξ gates, at the cost of disposing of N − 1 identical controlled- U ξ

ates instead of one in Fig. 1 . 

The N − 1 input control qubits can be prepared in an arbitrary

uperposition of the N basis states 
{| k 〉 } under the form 

 ψ in 〉 = 

N−1 ∑ 

k =0 

a k | k 〉 , (5) 

ith the complex coefficients a k ∈ C normalized by 
∑ N−1 

k =0 
| a k | 2 =

 . This input probe signal | ψ in 〉 ∈ H 

′ 
N 
, by linearity applying on

q. (4) , experiences the input–output transformation 

 ψ in 〉 � −→ 

N−1 ∑ 

k =0 

a k exp 

(
i 2 π

j ξ k 

N 

)
| k 〉 = | ̃  ψ ξ 〉 , (6)

ith j ξ = Nξ . 

The probing state | ̃  ψ ξ 〉 of Eq. (6) is clearly dependent on the

nknown phase ξ via j ξ , yet through relative phases between the

 complex coordinates of | ̃  ψ ξ 〉 . As a result, if | ̃  ψ ξ 〉 ∈ H 

′ 
N were di-

ectly measured in the computational basis 
{| k 〉 } of H 

′ 
N , then one

ould obtain (project on) each possible outcome | k 〉 with proba-

ility | a k | 
2 and nothing could be learned about the phase ξ . Some

rior processing has to intervene before measurement. To process

he probing state | ̃  ψ ξ 〉 ∈ H 

′ 
N of Eq. (6) for estimating the phase

, an inverse Fourier transform referred to the orthonormal basis

| k 〉 } of H 

′ 
N 

is performed on | ̃  ψ ξ 〉 . It rests on the inverse Fourier

ransform of each basis state | k 〉 which, according to Eq. (2) , reads

 

† 
F | k 〉 = 

1 √ 

N 

N−1 ∑ 

j=0 

exp 

(
−i 2 π

jk 

N 

)
| j 〉 , (7) 

o yield 

 

† 
F | ̃  ψ ξ 〉 = | ψ ξ 〉 = 

N−1 ∑ 

j=0 

a ′ j | j 〉 , (8) 

ith the coefficients 

 

′ 
j = 

1 √ 

N 

N−1 ∑ 

k =0 

a k exp 

(
i 2 π

( j ξ − j) k 

N 

)
, (9)
or j = 0 to N − 1 . The state | ψ ξ 〉 ∈ H 

′ 
N 

of Eq. (8) is then measured

n the orthonormal basis 
{| k 〉 } of H 

′ 
N 

. 

In the special case of a uniform superposition with all a k =
 / 
√ 

N in Eq. (5) , and an unknown phase ξ ∈ [0, 1[ yielding j ξ =
ξ = j 0 precisely an integer j 0 ∈ [0, N [, one would have a ′ 

j 
= δ j j 0 

nd | ψ ξ 〉 = | j0 〉 in Eq. (8) . The measurement of | ψ ξ 〉 would then

eliver j 0 exactly and therefrom the exact phase ξ = j 0 /N. 

In the generic case of a phase ξ with j ξ = Nξ non integer, the

pproach allows us to know ξ with a good precision at 1/ N resolu-

ion. The measurement of | ψ ξ 〉 in Eq. (8) generally projects on the

asis state | j 〉 and delivers the integer j with probability P j = | a ′ 
j 
| 2 ,

or j = 0 to N − 1 . It can be noted that since the basis states | k 〉 of

q. (3) are separable states, the measurement of state | ψ ξ 〉 with

 − 1 qubits can in practice be carried out by measuring each of

he N − 1 qubits separately in the basis {|0 〉 , |1 〉 }, and then count-

ng the number j of qubits measured (projected) in |1 〉 . 
The value of the phase is then deduced by 1 the estimator ̂ ξ =

j/N. This leads to the mean-squared estimation error 

 

2 ( ̂  ξ ) = 

〈(̂ ξ − ξ
)

2 
〉
= 

N−1 ∑ 

j=0 

(
j 

N 

− ξ
)2 

P j . (10)

s an alternative, it is also common to compute the estimation er-

or 

 

2 
s ( ̂

 ξ ) = 

1 

π2 

〈
sin 

2 
[ π( ̂  ξ − ξ )] 

〉
= 

1 

2 π2 

[
1 −

〈
cos [2 π( ̂  ξ − ξ )] 

〉]
, 

(11) 

lso considered for instance in [21,23,25,28] . The error of Eq. (11) is

ore tractable analytically; also it is well suited for an angle pa-

ameter encompassing some periodicity: a change of 2 π or its

ultiple in the true phase angle does not physically affect the op-

ration of the quantum process U ξ under estimation, and accord-

ngly Eq. (11) is not affected in such circumstance. And most im-

ortantly, Eq. (11) coincides with the standard mean-squared error

f Eq. (10) in the meaningful range of small error that is primarily

f interest for the estimation task here. 

For a useful reference, again we can first particularize to the

ase of a uniform superposition a k = 1 / 
√ 

N in Eq. (5) . The sum of

q. (9) can then be explicitly carried out to give 

 

′ 
j = exp 

[ 
iπ

N − 1 

N 

( j ξ − j) 
] 1 

N 

sin 

[
π( j ξ − j) 

]
sin 

[
π( j ξ − j) /N 

] . (12)

he measurement probability P j = | a ′ 
j 
| 2 then readily follows, and

he estimation error of Eq. (11) evaluates to 

 

2 
s ( ̃

 ξ ) = 

1 

2 π2 N 

[
1 − cos (2 π j ξ ) 

]
= 

1 

π2 N 

sin 

2 (π j ξ ) , (13)

ith also e 2 ( ̃  ξ ) ≈ e 2 s ( ̃
 ξ ) at large N when the error is small.

rom Eq. (13) we recover the vanishing estimation error expected

hen j ξ = j 0 precisely an integer. Otherwise, in the generic case,

q. (13) leads to a mean-squared estimation error evolving as

 

2 ( ̃  ξ ) ∼ 1 /N, known as the shot-noise or standard scaling of the

rror. This performance of a mean-squared estimation error de-

reasing as 1/ N is similar to what can be expected classically with

 number ~ N of measured qubits involved in ~ N evaluations

f the process U ξ to be estimated. With the same number ~ N of

valuations of the process U ξ , it is the same 1/ N shot-noise scaling

f the mean-squared estimation error which is obtained with the
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Fig. 2. The input signal | ψ in 〉 from Eq. (5) with N − 1 qubits, after acting as control 

to the U ξ gate as in Fig. 1 , is transformed into the state | ̃  ψ ξ 〉 of Eq. (6) . Then this 

probing state | ̃  ψ ξ 〉 is affected by quantum noise before being processed by inverse 

Fourier transform and measurement to estimate the phase ξ . 
original approach by Kitaev [1,19,20] that uses separable qubits, as

explained in Appendix A . By contrast, the N − 1 qubits in the input

signal | ψ in 〉 of Eq. (5) are generally entangled. By adjusting the co-

efficients a k of the input superposition in Eq. (5) , we are going to

show that it is possible to optimally entangle the N − 1 qubits of

| ψ in 〉 so as to obtain a striking improvement of the estimation er-

ror. This optimization will allow us to reach the so-called Heisen-

berg scaling of the error, with a mean-squared error decreasing as

1/ N 

2 instead of 1/ N . For Fourier-based quantum phase estimation,

as we address here, such Heisenberg scaling of the error has pre-

viously been obtained in [21,25] , in two distinct sets of conditions

also differing from those considered here. 

Instead of a uniform superposition a k = 1 / 
√ 

N in Eq. (5) , we

seek to optimize the coefficients a k in Eq. (5) , in order to minimize

the estimation error resulting from measuring | ψ ξ 〉 of Eq. (8) . This

is undertaken in Appendix B , where the estimation error e 2 s ( ̂
 ξ )

from Eq. (11) is explicitly evaluated with arbitrary coefficients a k ∈
C in Eq. (5) . It is then found in Eq. (B.13) that minimization of the

error e 2 s ( ̂
 ξ ) is accomplished by the optimal coefficients 

a k = 

√ 

2 

N 

sin 

(
π

k 

N 

)
, k = 0 , 1 , · · · N − 1 , (14)

achieving in Eq. (11) via Eq. (B.17) the minimal error 

e 2 s ( ̂
 ξ ) = 

1 

π2 
sin 

2 
(

π

2 N 

)
. (15)

Especially, at large size N , the estimation error e 2 s ( ̂
 ξ ) of Eq. (15) co-

incides with the mean-squared error e 2 ( ̂  ξ ) of Eq. (10) which

comes out as e 2 ( ̂  ξ ) ≈ 1 / (4 N 

2 ) . 

We observe here the striking benefit that can be obtained from

an optimally entangled superposition in | ψ in 〉 of Eq. (5) for probing

the quantum process U ξ under estimation. With ~ N evaluations

of the process U ξ , the uniform superposition in | ψ in 〉 achieves, as

we have seen based on Eq. (13) , a mean-squared error evolving as

1/ N , and this is a standard scaling also achieved in classical param-

eter estimation from N independent measurements. By contrast,

for | ψ in 〉 the nonuniform optimal superposition from Eq. (14) is

able to achieve a much reduced mean-squared estimation error

evolving as 1/ N 

2 . This so-called Heisenberg scaling of the error

constitutes a specifically quantum improvement, with no classical

equivalent. 

The proposed Fourier-based estimation scheme with the 1/ N 

2 

efficiency here bears similarity with the schemes analyzed in

[21,25] . All three schemes share the same 1/ N 

2 Heisenberg scal-

ing of the mean-squared estimation error, obtained by a compa-

rable optimization of a multiple-qubit excitation signal. References

[21,25] however deal with phase estimation on a single qubit gate,

with a probing signal of N qubits that are directly processed by

the one-qubit gate to be estimated. By contrast, our approach deals

with phase estimation on an arbitrary quantum process U ξ (not

necessarily a qubit process), which interacts with a signal of N − 1

auxiliary qubits acting as control to U ξ for the phase estimation.

In the end, the optimal configuration of the amplitudes a k of the

multiple-qubit signal turns out to be similar, but its applicability

and significance get broaden in this respect. Another difference is

that the criterion optimized in [25] is an estimation error averaged

over all values of the phase ξ to be estimated according to a uni-

form prior. Meanwhile, in [21] and in our study it is established

that the optimal a k ’s (the same as in [25] ) minimize the error for

every value of the phase ξ , and these accordingly will minimize

the error averaged over any prior (not necessarily uniform). An-

other slight difference is that the optimization here is performed

over the broader condition of complex coefficients a k ∈ C , while

optimization is over real a k ’s in [21] ; but in the end we show here

that the optimal a ’s turn out to be real, so the difference has no
k 
mpact on the solution, except that we know that complex a k ’s do

ot help. Another specificity here is that the (N − 1) -qubit exci-

ation signal | ψ in 〉 of Eq. (5) is constructed as a superposition of

asis states | k 〉 that are somewhat simpler than in [21] . This will

ecome especially relevant in the sequel, when we will introduce

 scenario to analyze the impact of quantum noise on the perfor-

ance of the Fourier-based estimation. 

. Fourier-based estimation with noise 

We now consider that the N − 1 control qubits, before they be-

ome accessible for their processing to estimate the phase ξ , are

ffected by quantum noise according to the diagram of Fig. 2 . 

.1. Analytical modeling 

We analyze here, on the N − 1 control qubits of probe signal,

he effect of a phase-flip noise also known as phase damping noise.

uch phase-flip noise is an important quantum noise that acts on

he qubit [1,4] . It can represent many decohering processes that

an affect the qubit: for instance how a photon is randomly scat-

ered as it propagates, or how an electron may be perturbed by

nteracting with distant electric charges [1] . Such phase noise is

pecially meaningful in this context where we are targeting to re-

over (estimate) a phase information. We will also show that its

ffect on the Fourier-based phase estimation can be theoretically

nalyzed rather thoroughly. This is specially useful because very

ew analyses have previously been reported on the effect of quan-

um noise on Fourier-based phase estimation. 

The phase-flip noise acting on a qubit in the generic state | φ〉 =
0 | 0 〉 + α1 | 1 〉 ∈ H 2 has the effect of randomly flipping the relative

hase of its two complex coordinates in H 2 so as to produce the

tate α0 | 0 〉 − α1 | 1 〉 with probability p , while the state remains un-

hanged with probability 1 − p. Such a phase flip can be modeled

ith the unitary Pauli operator σz = | 0 〉 〈 0 | − | 1 〉 〈 1 | acting in H 2 .

o with probability p the state | φ〉 is replaced by the state σ z | φ〉 .
n initial pure state | φ〉 , by the action of the phase-flip noise, be-

omes a mixed state, equivalent to the two-state statistical ensem-

le 
{(| φ〉 , 1 − p 

)
, 
(
σz | φ〉 , p )} comprising state | φ〉 with probability

 − p and state σ z | φ〉 with probability p . A noisy qubit in such

 mixed state can be handled by means of the density operator

= (1 − p) | φ〉 〈 φ| + pσz | φ〉 〈 φ| σ † 
z , yet, as an equivalent alternative,

e find it more convenient here to explicitly work out the condi-

ional statistics resulting from the two-state statistical ensemble. 

We focus on the basis state | k 〉 ∈ H 

′ 
N of Eq. (3) occurring in the

robing state | ̃  ψ ξ 〉 of Eq. (6) , when a phase-flip noise can affect

ndependently each of the N − 1 qubits of | k 〉 . By the action of

he phase-flip noise, in each basis state | k 〉 of Eq. (3) with N − 1

ubits, a state |0 〉 remains unchanged while a state |1 〉 is changed

o −| 1 〉 with probability p . In this way, by the action of the noise,

ach | k 〉 can be changed to ±| k 〉 and stays in the space H 

′ 
N . In
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Fig. 3. Rms estimation error e ( ̂  ξ ) as a function of the flip probability p of the 

phase-flip noise, for two sizes N = 4 (upper curve) and N = 8 (lower curve). The in- 

put superposition | ψ in 〉 in Eq. (5) is with the optimal coefficients a k from Eq. (14) . 

The two squares at p = 0 are the rms error e ( ̂  ξ ) = 1 / (2 N) expected at no noise 

from Section 3 . 
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he state | k 〉 , among the k states |1 〉 , a number f ∈ [0, k ] of flips

ccurs with the probability p f = C 

k 
f 
p f (1 − p) k − f of the binomial

aw, with the binomial coefficient C 

k 
f 

= k ! / [ f !(k − f )!] . The state

 k 〉 becomes −| k 〉 when an odd number of flips occurs among k ,

nd this takes place with probability F ( k ) obtained by summing p f 

ver all odd f between 1 et k . We shall also note 1 − F (k ) = F (k )

he complementary probability when | k 〉 remains | k 〉 . 
The probing state | ̃  ψ ξ 〉 of Eq. (6) with its N − 1 qubits is now

ffected by the phase-flip noise, as depicted in Fig. 2 . To work

ut the effect of the noise on | ̃  ψ ξ 〉 , it is convenient in Eq. (6) to

rite | ̃  ψ ξ 〉 = 

∑ N−1 
k =0 

b k | k 〉 with b k = a k exp (i 2 π j ξ k/N) . In the trans-

ormation | k 〉 �→ ±| k 〉 by the noise, only the state | 0 〉 is unaf-

ected, while every other basis state | k 〉 experiences a change of

ts sign with probability F ( k ). In this way, according to the pattern

f changes of sign enforced by the noise over the N − 1 basis states

 k 〉 , the probing state | ̃  ψ ξ 〉 gets transformed into a statistical en-

emble of 2 N−1 states of the form 

∑ N−1 
k =0 

b ′ 
k 
(� ) | k 〉 = | ψ 

′ 
� 〉 ∈ H 

′ 
N 

en-

owed with probabilities P ′ � , where b ′ 
k 
(� ) = ±b k for � = 1 to 2 N−1 .

ach value of � identifies one pattern of (change of) signs which is

easible on the N − 1 basis states | k 〉 occurring in | ̃  ψ ξ 〉 . 
For instance, from | ̃  ψ ξ 〉 = b 0 | 0 〉 + b 1 | 1 〉 + · · · + b N−1 | N − 1 〉 ,

he configuration � = 1 would be the configuration with no change

f sign, when | ̃  ψ ξ 〉 remains | ̃  ψ ξ 〉 = | ψ 

′ 
1 〉 and b ′ 

k 
(� = 1) = b k for

ll k = 0 to N − 1 , this configuration occurring with the proba-

ility P ′ 
� =1 

= F (1) F (2) · · · F (N − 1) . The configuration � = 2 would

e the configuration with one change of sign, when | ̃  ψ ξ 〉 be-

omes | ψ 

′ 
2 〉 = b 0 | 0 〉 − b 1 | 1 〉 + · · · + b N−1 | N − 1 〉 , and b ′ 1 (� = 2) =

b 1 while for all other b ′ 
k 
(� = 2) = b k , this configuration occur-

ing with the probability P ′ 
� =2 

= F (1) F (2) · · · F (N − 1) . There is a

otal of N − 1 such configurations implementing on | ̃  ψ ξ 〉 one

hange of sign. In a similar way, the configurations implement-

ng on | ̃  ψ ξ 〉 from 2 up to N − 1 changes of sign are readily enu-

erated with their corresponding probabilities P ′ � . For example,

he configuration with two changes of sign transforming | ̃  ψ ξ 〉
nto | ψ 

′ 
� 〉 = b 0 | 0 〉 − b 1 | 1 〉 + · · · − b N−1 | N − 1 〉 would occur with the

robability P ′ � = F (1) F (2) · · · F (N − 2) F (N − 1) . This leads to a com-

lete characterization of the statistical ensemble 
{(| ψ 

′ 
� 〉 , P ′ � 

)}
rep-

esenting the probing state | ̃  ψ ξ 〉 of Eq. (6) after it has been af-

ected by the phase-flip noise as in Fig. 2 . This statistical ensem-

le 
{(| ψ 

′ 
� 〉 , P ′ � 

)}
is easily listed and processed numerically, as we

ill do in Section 4.2 . By contrast, the associated density operator

ould be rather explosive and cumbersome to handle analytically. 

We also emphasize that, since the phase noise acts on the ba-

is states | k 〉 of the N -dimensional space H 

′ 
N 

according to | k 〉 �→
| k 〉 ∈ H 

′ 
N , then the probing state | ̃  ψ ξ 〉 of Eq. (6) after it has

een affected by the noise as in Fig. 2 , remains in the same space

 

′ 
N 

. The same processing in H 

′ 
N 
, as in the noise-free situation of

ection 3 , can therefore be applied in presence of the phase noise,

s depicted in Fig. 2 . This is an important property, obtained here

y specifically preparing the N − 1 control qubits in the input state

 ψ in 〉 ∈ H 

′ 
N 

of Eq. (5) as the input probe. Other probes may not

ave this invariance property, as for instance the (N − 1) -qubit

robe used in [21] , which starts in an N -dimensional subspace as

ur | ψ in 〉 of Eq. (5) , but which by the action of a phase noise

s the one we consider here, would end up in the whole 2 N−1 -

imensional space of the N − 1 qubits. This then precludes to re-

lize the same processing in an N -dimensional noise-free and in a

 

N−1 -dimensional noisy situations, and calls for a modified estima-

ion protocol to handle the noisy situation. By contrast here, with

he probe signal | ψ in 〉 of Eq. (5) , the same estimation protocol ap-

lies without and with noise, and as such it lends itself to a noise

nalysis. 
s  
Here, on the N − 1 noisy qubits ending up in a mixed quantum

tate represented by the statistical ensemble 
{(| ψ 

′ 
� 〉 , P ′ � 

)}
, the same

 -dimensional inverse Fourier transform as in Eq. (8) is applied,

s depicted in Fig. 2 . In the inverse Fourier transform, each state

 ψ 

′ 
� 〉 = 

∑ N−1 
k =0 

b ′ 
k 
(� ) | k 〉 ∈ H 

′ 
N of the statistical ensemble 

{(| ψ 

′ 
� 〉 , P ′ � 

)}
ecomes 

 

† 
F | ψ 

′ 
� 〉 = 

N−1 ∑ 

j=0 

c j (� ) | j 〉 ∈ H 

′ 
N , (16)

ith the coefficients 

 j (� ) = 

1 √ 

N 

N−1 ∑ 

k =0 

b ′ k (� ) exp 

(
−i 2 π

jk 

N 

)
= FT 

[
b ′ k (� ) 

]
, (17)

lso maintaining the state in the space H 

′ 
N 

. 

Then, as before in the noise-free situation of Section 3 , the

 − 1 qubits are subjected to a projective measurement in the or-

honormal basis { | k 〉 } of H 

′ 
N 
, as depicted in Fig. 2 . The squared

odulus | c j ( � )| 
2 alone is the (conditional) probability of project-

ng on state | j 〉 conditioned on the noisy probe being in the state

 ψ 

′ 
� 〉 of the statistical ensemble, this occurring with the probability

 

′ 
� previously worked out. The total probability of a measurement

rojecting on state | j 〉 is then 

 j = 

2 N−1 ∑ 

� =1 

| c j (� ) | 2 P ′ � . (18)

Finally, the same estimator ̂ ξ = j/N is used as in the noise-free

ituation of Section 3 , which follows with a similar mean-squared

rror e 2 ( ̂  ξ ) = 

〈(̂ ξ − ξ
)2 〉

as in Eq. (10) . 

.2. Numerical analysis 

The discrete sums of Eqs. (17) and (18) are then evaluated nu-

erically while keeping track of the discrete set of configurations

f the statistical ensemble 
{(| ψ 

′ 
� 〉 , P ′ � 

)}
. This final numerical step is

n some sense exact and is used to obtain explicit access to the

ean-squared error e 2 ( ̂  ξ ) = 

〈(̂ ξ − ξ
)2 〉

resulting from the theoreti-

al analysis of Section 4.1 . This allows us to investigate the impact

f the phase-flip noise on the performance of the Fourier-based

hase estimation. Fig. 3 displays the evolution of the root-mean-

quared (rms) error e ( ̂  ξ ) as a function of the flip probability p of
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Fig. 4. Rms estimation error e ( ̂  ξ ) as a function of the flip probability p of 

the phase-flip noise, at the size N = 8 , and for an input superposition | ψ in 〉 in 

Eq. (5) with the optimal coefficients a k from Eq. (14) (solid line), or with the uni- 

form coefficients a k = 1 / 
√ 

N (dashed line). 
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Fig. 5. Rms estimation error e ( ̂  ξ ) as a function of the size N controlling the size of 

the (N − 1) -qubit probe prepared in the state | ψ in 〉 of Eq. (5) . The input superposi- 

tion | ψ in 〉 in Eq. (5) is with the optimal coefficients a k from Eq. (14) . With ( ∗) for 

e ( ̂  ξ ) = 1 / (2 N) representing the noise-free situation of Section 3 . With the phase- 

flip noise, of flip probability p = 0 . 01 ( ◦) and p = 0 . 03 (  ). 
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the phase-flip noise, for two values of N controlling the size of

the multiple-qubit probe. Fig. 3 is obtained with the optimal co-

efficients a k of Eq. (14) in the (N − 1) -qubit excitation signal | ψ in 〉
of Eq. (5) . In Fig. 3 and later, the performance is evaluated while

estimating the phase ξ = 0 . 5 + 0 . 5 /N so as to test the most severe

condition when N ξ can be maximally distant from an integer j 0 ,

although this choice is not critical for an assessment of the perfor-

mance. 

Consistently in Fig. 3 the estimation error e ( ̂  ξ ) increases as the

noise probability p grows, with first a steep increase of e ( ̂  ξ ) for

small p rising above zero, and a saturation of e ( ̂  ξ ) as p approaches

1/2. A larger size N corresponds to a finer resolution in the phase

estimation, and accordingly Fig. 3 shows a smaller estimation error

for larger N at any noise level p . When p goes to zero in Fig. 3 , the

rms error meets the value e ( ̂  ξ ) = 1 / (2 N) expected from the noise-

free situation of Section 3 . 

We also test the performance with uniform coefficients a k =
1 / 

√ 

N in the input superposition | ψ in 〉 of Eq. (5) . Fig. 4 compares

the performance of such a uniform | ψ in 〉 with that of the optimal

| ψ in 〉 resulting from Eq. (14) . 

In Fig. 4 , at small noise when p → 0, as expected the op-

timal input superposition from Eq. (14) is more efficient with a

smaller estimation error compared to the uniform input superpo-

sition. However, this superiority gradually diminishes as the noise

probability p increases. A crossover is observed around p ≈ 0.05

in the conditions of Fig. 4 , above which the uniform superposi-

tion becomes more efficient with a smaller error compared to the

optimal superposition (devised to be optimal at zero noise). With

the present theory it can further be found that the value of the

crossover for p is slightly dependent on the size N characterizing

the probe signal | ψ in 〉 : as N increases, the crossover value for p

decreases. In this way, as the noise increases, the optimality at

zero noise disappears more rapidly for larger probe signals. This

is consistent with the character often observed that larger entan-

gled signals are more fragile to noise. In addition in Fig. 4 , at the

limit p → 1/2, the two configurations of the input superposition

| ψ in 〉 are equally affected by the noise and tend to saturate at the

same estimation error. 

The results of Fig. 4 therefore indicate that the input distribu-

tion of the coefficients a k in Eq. (14) , optimal at p = 0 to achieve

the minimal estimation error, then ceases to be optimal as the

noise probability p increases. This in principle opens the possi-

bility of seeking to re-optimize at each noise level p the coeffi-
ients a k . But this is a much involved optimization task, especially

n the presence of a large cardinality 2 N−1 of the statistical ensem-

le 
{(| ψ 

′ 
� 〉 , P ′ � 

)}
representing the noisy probing state, and we know

f no analytical solution comparable to the one of Eq. (14) with

o noise. Pragmatically, the configurations of Fig. 4 with noise of-

er conditions allowing an effective phase estimation, although not

ecessarily optimal, and this by indicating, according to the noise

evel p , when to switch the input coefficients a k from the distri-

ution of Eq. (14) to the uniform distribution so as to keep the

stimation error small. 

Another interesting aspect accessible with the present treat-

ent, is to analyze the impact of the size N controlling the size

f the (N − 1) -qubit probe prepared in the entangled state | ψ in 〉
f Eq. (5) . For this purpose, Fig. 5 represents the evolution of the

ms estimation error e ( ̂  ξ ) as a function of the size N , and at vari-

us values of the flip probability p of the phase-flip noise. 

At no noise at p = 0 in Fig. 5 is the noise-free situation of

ection 3 , when the rms estimation error e ( ̂  ξ ) = 1 / (2 N) decreases

s 1/ N with an increasing size N . Notably, as previously indicated,

his is a specifically quantum performance, inaccessible with clas-

ical means: Classically, statistical estimation with N successive

easurements is maximally efficient with N independent measure-

ents to yield an rms error evolving as ∼ 1 / 
√ 

N . The better quan-

um performance here, with an rms error evolving as ~ 1/ N , is

ade possible through optimized entanglement of the N − 1 qubits

f the input probe according to Eq. (14) . 

In the presence of noise however, the results of Fig. 5 show that

he benefit of entanglement does not uniformly increase with in-

reasing entanglement size N . On the contrary, at p � = 0 , there is

n optimum for the entanglement size N , between 6 and 8 in the

onditions of Fig. 5 , above which the estimation error no longer

ecreases but instead slowly increases with increasing N . The exis-

ence of such finite optimal entanglement size N opt is observed in

ig. 5 with the optimal input superposition from Eq. (14) , however

he same property is observed at comparable values with a uni-

orm input superposition. For each condition and noise level, the

resent analysis allows one to predict the optimal entanglement

ize N opt for estimation. 

In the presence of noise with a finite optimal entanglement size

 opt , a useful approach to further improve the efficiency would be

o fix the size of the input probe at N opt , and then to repeat sev-

ral ( M ) times the estimation experiment to obtain the estimates
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that would be finally averaged as 
∑ M 

m =1 ̂
 ξm 

/M. Increasing

 allows the possibility of gradually reducing the estimation error,

nd most rapidly when operating at the optimal size N opt . 

The results of Fig. 5 reveal the versatile role of entanglement

s a specific quantum correlation. With no noise, entanglement

s always beneficial to the estimation performance and its effi-

iency uniformly increases as the entanglement size N increases.

y contrast, in the presence of noise, entanglement is beneficial

p to a certain value of the size N , above which it becomes detri-

ental with a performance that decreases as N further increases.

he quantum correlation across entangled qubits provides a coor-

inated response which is useful to extract information about the

nknown phase or to combat the noise, up to a certain optimal

ize of entanglement. At larger entanglement size, the correlation

rives the qubits too much in the direction of the noise, and the

ollective response gets dominated by the noise with no benefit for

nformation processing. 

. Discussion 

For estimating a phase ξ on an arbitrary quantum process U ξ ,

e have devised a variant of Fourier-based quantum phase estima-

ion, especially using a probing signal made of N − 1 control qubits

ntangled in the quantum state | ψ in 〉 of Eq. (5) . A practically ap-

ealing feature is that these N − 1 qubits can be applied one by

ne sequentially to probe the process U ξ under estimation, and

hey can also be measured one by one separately. We have espe-

ially shown that by optimally entangling the input superposition

 ψ in 〉 of Eq. (5) by means of the optimal coefficients a k of Eq. (14) ,

t is possible to achieve the improved Heisenberg scaling as 1/ N 

2 of

he mean-squared estimation error, in place of the standard scaling

s 1/ N . 

The present algorithm for quantum phase estimation is based

n the standard notion of quantum Fourier transform (QFT) at-

ached to an orthonormal basis of an Hilbert space with dimen-

ion N , as expressed by Eq. (1) . Beyond the algorithmic level form-

ng the focus of this study, the practical physical implementation

f the QFT is a non trivial issue in its own right, with relevance

o many other quantum algorithms and still open for research. An

fficient physical implementation is known for the QFT over the

ull Hilbert space of N qubits with dimension 2 N , i.e. when the di-

ension is a power of two [1] . The QFT of our algorithm oper-

tes in the N -dimensional subspace H 

′ 
N spanned by the orthonor-

al basis { | k 〉 } from Eq. (3) . This is a similar situation with the

FT-based approach by [21] that we mentioned earlier. It is as-

ured in principle that such N -dimensional QFT is physically im-

lementable for any N since it represents a valid unitary opera-

ion, and moreover it is implementable by a combination of one-

ubit gates and two-qubit Cnot gates known to form a universal

et of gates for quantum circuits [1] . However, the standard imple-

entation of the 2 N -dimensional QFT over the full Hilbert space

ay not apply directly. Different possibilities are accessible to ad-

ress this situation. In the case where N = 2 K is itself a power

f two, the standard 2 K -dimensional QFT implementation can be

sed, provided a change of basis from { | k 〉 } to the canonical basis

f K qubits is first realized, followed by the inverse change of ba-

is after operation of the QFT. An additional possibility could be to

onsider the approach of [29] investigating a physical implemen-

ation of the QFT which differs from the standard QFT circuit on

he full 2 N -dimensional Hilbert space of N qubits, and which is

ot constrained by a power-of-two dimensionality. Also, the phys-

cal implementation of a generic quantum algorithm strongly de-

ends on the physical materialization of the quantum states es-

ecially the canonical basis states of the representation. It can

e noted that, for the postprocessing of the probing state | ̃  ψ ξ 〉
f Eq. (6) , with a photonic implementation if the representation
hanges from quantum states based on polarization qubits to quan-

um states based on photon number like optical Fock states, then

he N photon states | k 〉 of Eq. (3) now form the N canonical ba-

is states { | 0 〉 , | 1 〉 , | 2 〉 , · · · | N − 1 〉 } of the photon-number represen-

ation. Such photonic quantum states come with additional spe-

ific possibilities for the QFT implementation, notably with linear

ptics [30] . Ultimately, it relates to quantum compilers to adapt

eneric quantum algorithms to specific material processors; hope-

ully this step will be made transparent by future quantum com-

ilers currently under development [31,32] and decouple the algo-

ithmic and implementation levels. 

At the algorithmic level, other techniques are known to achieve

he optimal Heisenberg scaling of the estimation precision, by rely-

ng on so-called GHZ states for qubits comparable to NOON states

f photons [21,22] . Such an N -qubit NOON state here would cor-

espond to an equiweighted entangled superposition of all the N

ubits in state |0 〉 and all the N qubits in state |1 〉 as 

 ψ in 〉 = 

1 √ 

2 

(| N ︷ ︸︸ ︷ 
0 · · · 0 〉 + | 

N ︷ ︸︸ ︷ 
1 · · · 1 〉 ) , (19)

hich, after acting on the controlled- U ξ process, would terminate

n the state 

 ̃

 ψ ξ 〉 = 

1 √ 

2 

(| 0 · · · 0 〉 + exp (i 2 πNξ ) | 1 · · · 1 〉 ) . (20)

his performs what is known as parameter amplification, when the

 -qubit probing state | ̃  ψ ξ 〉 of Eq. (20) is now dependent on the

mplified parameter N ξ . Such NOON states as in Eq. (20) achieve

he highest phase resolution possible for a given number N of

ubits, with Heisenberg scaling; but they do not provide an un-

mbiguous phase estimate. The reason is that it is the amplified

arameter N ξ which is deducible as an estimate over [0, 1[ from

he probing state | ̃  ψ ξ 〉 of Eq. (20) . By dividing by N this estimate, N

ossible determinations result for the phase ξ over [0, 1[, differing

y n / N with integer n = 0 , 1 , . . . , N − 1 . This ambiguity can be lifted

nly with prior or additional information on the phase, or with

echniques more involved than measuring only one single response

rom one N -qubit NOON state excitation – possibly adaptive tech-

iques or repeated measurements from several preselected excita-

ions [21,22,33] . Also, possibly, the ambiguity will not happen in

local” estimation, when one seeks to estimate, with a high quan-

um precision, a very small change around a priorly known phase

34] . 

By contrast, an excitation like | ψ in 〉 of Eq. (5) is able to probe,

ia the response | ̃  ψ ξ 〉 of Eq. (6) , a whole range of phase multiples

 ξ with integer k ∈ [0, N [, and which after inverse Fourier trans-

orm as we have seen, enables to recover unambiguously one sin-

le value for the phase estimate in [0, 1[. It is this valuable prop-

rty of unambiguous global phase estimation which is made pos-

ible by the Fourier-based approach. 

The above properties were observed in the absence of quan-

um noise, and as such they stand as useful references for as-

essing and comparing the capabilities of various approaches to

uantum phase estimation. As a complement here, our variant

f Fourier-based quantum phase estimation was also analyzed in

he presence of quantum phase noise. We investigated the impact

n the estimation performance, of a generic phase-flip or phase

amping noise acting on the probing qubits. Very few compa-

able scenarios of Fourier-based quantum phase estimation with

oise have ever been reported. Other reports such as [35–38] also

ddressed quantum phase estimation with noise, but with dif-

ering approaches, estimation techniques, performance evaluation

r noise models. None of them reached better efficiency beyond

he Heisenberg scaling of the estimation error we obtain here,

nd none addressed Fourier-based quantum phase estimation with
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L: |+ ... |0 +exp(i2π2L−1ξ) |1

..
.

..
.

3: |+ ... |0 +exp(i2π22ξ) |1
2: |+ ... |0 +exp(i2π21ξ) |1
1: |+ ... |0 +exp(i2π20ξ) |1

|u U20

ξ U21

ξ U22

ξ
... U2L−1

ξ
|u

Fig. 6. Quantum circuit involving L input qubits prepared in state | + 〉 and act- 

ing as control qubits to the controlled- U 2 
� 

ξ
gates. The U 2 

� 

ξ
gates are fed with their 

eigenstate | u 〉 which remains unchanged all through the transformation. The con- 

trol qubits terminate in the transformed states defined by the right-hand size of 

Eq. (A.1) where the normalization factors 1 / 
√ 

2 have been omitted in the figure. 
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quantum phase noise as we do here. All these studies are in fact

complementary on the fundamental problem of quantum phase es-

timation with noise and its various aspects. 

Our study, as a significant feature, revealed that the nonuni-

form input superposition from Eq. (14) , proven to be optimal for

minimum-error estimation with no noise, ceases to be optimal as

the noise level increases above zero. At larger noise level, the uni-

form input superposition catches up and comes to perform better

with a smaller estimation error. A comparable behavior was ob-

served in [24] , on another approach to quantum estimation and

another performance metric, and where the optimum at no noise

also ceases to hold as the noise level increases, although the op-

timal solution at each noise level remains difficult to characterize.

This confirms that quantum noise is an important feature to ex-

plicitly include in analyses of quantum information, because effi-

cient strategies without and with noise may differ, even though

with noise the characterization gets more complicated, yet good

suboptimal alternatives may then be identified. 

Another significant feature observed here is that, in contrast to

the noise-free situation, with noise the presence of entanglement

is no longer uniformly beneficial for information processing. There

exists an optimal size for entangled states – which can be deter-

mined by the present analysis according to the conditions –, and

larger entanglement sizes would become detrimental to the per-

formance. This type of optimum at a finite size of entanglement

in the presence of noise, was also observed in [39–41] for other

scenarios of quantum metrology or estimation. It manifests the so-

phisticated role of entanglement for quantum information process-

ing in the presence of noise, which largely remains to be explored.

The present study combining entanglement and noise for

Fourier-based phase estimation in this way represents a useful pro-

posal to contribute to better knowledge and mastering for quan-

tum signal and information processing. 

Declaration of Competing Interest 

No conflict of interest. 

Appendix A. Standard Fourier-based quantum phase estimation

We briefly recall here the standard Fourier-based approach for

quantum phase estimation, having its origin in [19] , and later ex-

amined in [20] or [1] for instance. This approach requires to have

access to the process U ξ when raised to any power of the form

2 � for L values of the integer � ∈ [0 , L − 1] , i.e. as U 

2 � 

ξ
. This is usu-

ally achievable by appropriately cascading multiple copies of the

process U ξ . Application to the eigenstate | u 〉 ∈ H yields U 

2 � 

ξ
| u 〉 =

exp (i 2 π2 � ξ ) | u 〉 . With access also to a controlled version of each

process U 

2 � 

ξ
, one is able to perform the state transformation from

H 2 � H onto H 2 � H, 

1 √ 

2 

(| 0 〉 + | 1 〉 )| u 〉 � −→ 

1 √ 

2 

[| 0 〉 + exp (i 2 π2 

� ξ ) | 1 〉 ]| u 〉 . (A.1)

In this transformation, an input control qubit of H 2 is placed in the

state ( | 0 〉 + | 1 〉 ) / √ 

2 = | + 〉 , and this qubit terminates in the sep-

arable state 
[| 0 〉 + exp (i 2 π2 � ξ ) | 1 〉 ]/ √ 

2 in the right-hand size of

Eq. (A.1) . A number L of such control qubits prepared in state | + 〉
are then used according to the setting depicted in Fig. 6 . 

In the circuit of Fig. 6 , the L input qubits, prepared in state | + 〉 ,
act as control qubits to the L controlled- U 

2 � 

ξ
gates, and terminate

in the separable L -qubit state having the product form 

| ̂  ψ ξ 〉 = 

1 

2 

L/ 2 

[| 0 〉 + exp (i 2 π2 

L −1 ξ ) | 1 〉 ][| 0 〉 + exp (i 2 π2 

L −2 ξ ) | 1 〉 ]
· · ·

[| 0 〉 + exp (i 2 π2 

0 ξ ) | 1 〉 ] (A.2)
= 

1 

2 

L/ 2 

L ⊗ 

� =1 

[ 
| 0 〉 + exp 

(
i 2 π j ξ

2 

L −� 

2 

L 

)
| 1 〉 

] 
(A.3)

= 

1 

2 

L/ 2 

2 L −1 ∑ 

k =0 

exp 

(
i 2 π

j ξ k 

2 

L 

)
| k 〉 , (A.4)

ith j ξ / 2 L = ξ ⇔ j ξ = ξ2 L . The state | ̂  ψ ξ 〉 of Eq. (A.4) is similar

n form to the state | ̃  ψ ξ 〉 of Eq. (6) with uniform coefficients a k =
 / 
√ 

N , and when N = 2 L . 

The L -qubit state | ̂  ψ ξ 〉 ∈ H 

�L 
2 

of Eq. (A.4) is then inverse Fourier

ransformed and then measured in the computational basis of H 

�L 
2 

.

he measurement delivers an integer j ∈ [0 , 2 L − 1] and the phase

stimate follows as ̂ ξ = j/ 2 L . 

This standard approach uses L qubits and it requires the L pro-

esses U 

2 � 

ξ
for every integer � ∈ [0 , L − 1] , according to the circuitry

f Fig. 6 . This is equivalent to a total number of evaluations of the

nderlying elementary process U ξ as 2 0 + 2 1 + 2 2 + 2 3 + · · · + 2 � +
· · + 2 L −1 = 2 L − 1 = N − 1 . With such ~ N evaluations of the ele-

entary process U ξ to be estimated, ensues a mean-squared esti-

ation error scaling as 1/ N , known as the shot-noise or standard

imit of the error. 

As an alternative, our approach here uses a larger number

 − 1 = 2 L − 1 of qubits, but a reduced circuitry requiring a sin-

le copy of the process U ξ materialized by a single gate, accord-

ng to Fig. 1 . This single copy of U ξ is evaluated a total of N − 1

imes, sequentially for each of the N − 1 control qubits in Fig. 1 .

o our approach performs the same number ~ N of evaluations of

 ξ and it achieves the same 1/ N scaling of the mean-squared esti-

ation error as the standard approach. Both approaches form two

easible alternatives associated with two distinct circuit implemen-

ations in Fig. 1 and in Fig. 6 . In addition, by optimally selecting

he coefficients a k in Eq. (6) , not present in the standard approach

ith Eq. (A.4) , the possibility exists of achieving a reduced mean-

quared estimation error scaling as 1/ N 

2 , known as the Heisenberg

imit of the error, as shown in Section 3 . 

ppendix B. Optimal input superposition 

For computing the estimation error with an arbitrary input su-

erposition | ψ in 〉 in Eq. (5) , we have, from Eq. (9) , the measure-

ent probability 

 j = | a ′ j | 2 = a ′ j a ′ j 
∗

(B.1)

 

1 

N 

[ 

N−1 ∑ 

k =0 

a k exp 

(
i 2 π

( j ξ − j) k 

N 

)] [ 

N−1 ∑ 

� =0 

a ∗� exp 

(
−i 2 π

( j ξ − j) � 

N 

)]
(B.2)
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Fig. 7. The probability Pr 
(̂ ξ = j/N 

)
= P j = | a ′ 

j 
| 2 for the estimate ̂ ξ of the phase in 

abscissa, as it results : ( ∗) from of Eq. (B.15) with the optimal input superposition 

of Eq. (B.13) , or ( ◦) from Eq. (12) with the non-optimal uniform superposition a k = 

1 / 
√ 

N . The size N = 16 . The true value of the phase to be estimated is ξ = 0 . 5 + 

0 . 5 /N shown by the vertical dotted line. 
 

1 

N 

N−1 ∑ 

k =0 

N−1 ∑ 

� =0 

a k a 
∗
� exp 

(
i 2 π

( j ξ − j)(k − � ) 

N 

)
(B.3)

 

1 

N 

N−1 ∑ 

k =0 

N−1 ∑ 

� =0 

| a k || a � | cos 

[ 
2 π

(
ξ − j 

N 

)
(k − � ) + ϕ k − ϕ � 

] 
, (B.4)

ince P j is real, and with for each complex coefficient a k =
 a k | exp (iϕ k ) . 

To compute the estimation error e 2 s ( ̂
 ξ ) of Eq. (11) we have the

verage 

cos [2 π( ̂  ξ − ξ )] 
〉
= 

N−1 ∑ 

j=0 

P j cos 

[ 
2 π

(
ξ − j 

N 

)] 
(B.5)

 

N−1 ∑ 

k =0 

N−1 ∑ 

� =0 

| a k || a � | W k� , (B.6)

ith 

 k� = 

1 

N 

N−1 ∑ 

j=0 

cos 

[ 
2 π

(
ξ − j 

N 

)
(k − � ) + ϕ k − ϕ � 

] 
cos 

[ 
2 π

(
ξ − j 

N 

)] 
. 

(B.7) 

he product of two cosines is then linearized as 

 k� = 

1 

2 N 

N−1 ∑ 

j=0 

{
cos 

[ 
2 π

(
ξ − j 

N 

)
(k − � + 1) + ϕ k − ϕ � 

] 
+ cos 

[ 
2 π

(
ξ − j 

N 

)
(k − � − 1) + ϕ k − ϕ � 

] }
. (B.8) 

he two sums of cosines in Eq. (B.8) can be explicitly evaluated,

ia a geometric series of complex exponentials, and for the dif-

erent integers k, � ∈ [0 , N − 1] . We then arrive for the average of

qs. (B.5) –(B.6) at 

cos [2 π( ̂  ξ − ξ )] 
〉

= 

N−2 ∑ 

k =0 

| a k +1 || a k | cos (ϕ k +1 − ϕ k ) + | a N−1 || a 0 | cos (2 πNξ + ϕ N−1 − ϕ 0 ) .

(B.9)

ased on Eq. (B.9) , the estimation error of Eq. (11) can be made

ndependent of the parameter ξ , which is an interesting property

nsuring an intrinsic performance to the estimator ̂ ξ = j/N inde-

endent of the unknown phase ξ being estimated. This can be ob-

ained in Eq. (B.9) by selecting for the input superposition the co-

fficient a 0 = 0 . Then the average of Eq. (B.9) reduces to 

cos [2 π( ̂  ξ − ξ )] 
〉
= 

N−2 ∑ 

k =0 

| a k +1 || a k | cos (ϕ k +1 − ϕ k ) , (B.10)

ffording in Eq. (11) the ξ -independent estimation error 

 

2 
s ( ̂

 ξ ) = 

1 

2 π2 

[ 
1 −

N−2 ∑ 

k =0 

| a k +1 || a k | cos (ϕ k +1 − ϕ k ) 
] 

. (B.11)

he next step for a good performance is to select the remain-

ng coefficients a k of the input superposition, so as to minimize

he estimation error e 2 s ( ̂
 ξ ) in Eq. (B.11) , or equivalently maxi-

ize the sum in Eq. (B.10) , subject to the normalization con-

traint 
∑ N−1 

k =0 
| a k | 2 = 1 . The arguments ϕk in Eq. (B.10) are com-

letely free angles not restricted by the normalization constraint.

o maximize Eq. (B.10) they should therefore all be selected so that

os (ϕ k +1 − ϕ k ) = 1 for all k ; and this can be obtained by ϕ k = 0 for

ll k in Eq. (B.10) . The maximum of Eq. (B.10) is thus achievable by

 set of real coefficients a ∈ R in the input superposition; relative
k 
hase differences between them would be detrimental. For real co-

fficients a k , the error of Eq. (B.11) can be written 

 

2 
s ( ̂

 ξ ) = 

1 

2 π2 

(
1 −

N−2 ∑ 

k =0 

a k a k +1 

)
. (B.12)

he constrained minimization of Eq. (B.12) is accomplished by the

oefficients 

 k = 

√ 

2 

N 

sin 

(
π

k 

N 

)
, k = 0 , 1 , · · · N − 1 , (B.13)

hat satisfy the canonical equations of the Lagrange multiplier

ethod. The same optimal coefficients as in Eq. (B.13) are also

ound in [25] or in [21] in somewhat distinct conditions of Fourier-

ased phase estimation as explained at the end of Section 3 . From

q. (B.13) , the coefficients a ′ 
j 

in Eq. (9) then take the form 

 

′ 
j = 

√ 

2 

N 

N−1 ∑ 

k =0 

sin 

(
π

k 

N 

)
exp 

[ 
i 2 π

( j ξ − j) k 

N 

] 
. (B.14)

his leads for the phase estimate ̂ ξ to the probability Pr 
(̂ ξ =

j/N 

)
= P j = | a ′ 

j 
| 2 which, via explicit evaluation of the sum from

q. (B.14) , is 

r 
(̂ ξ = j/N 

)
= 

1 

2 N 

2 

[ 
S 2 + + S 2 − + 2 cos 

(
π

N 

)
S + S −

] 
, (B.15)

ith the two auxiliary sums 

 ± = 

sin 

(
π

2 

[
1 ± 2( j ξ − j) 

])
sin 

(
π

2 N 

[
1 ± 2( j ξ − j) 

]) . (B.16) 

he probability Pr 
(̂ ξ = j/N 

)
of Eq. (B.15) is represented in Fig. 7 . 

It is verified in Fig. 7 that the distribution of probabilities

r 
(̂ ξ = j/N 

)
of Eq. (B.15) associated with the optimal nonuni-

orm input superposition from Eq. (B.13) is, in generic conditions,

ore peaked around the true phase ξ than the distribution from

q. (12) using a uniform input superposition instead, and consis-

ently leads to a smaller estimation error. 

In addition, the optimal nonuniform coefficients of

q. (B.13) achieve in Eq. (B.10) the maximum cos ( π / N ), and
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this corresponds in Eq. (B.12) to the minimal estimation error 

e 2 s ( ̂
 ξ ) = 

1 

2 π2 

[ 
1 − cos 

(
π

N 

)] 
= 

1 

π2 
sin 

2 
(

π

2 N 

)
(B.17)

further used in Eq. (15) . 

CRediT authorship contribution statement 

François Chapeau-Blondeau: Conceptualization, Methodology,

Formal analysis, Writing - original draft. Etienne Belin: Formal

analysis, Validation. 

References 

[1] M.A. Nielsen , I.L. Chuang , Quantum Computation and Quantum Information,
Cambridge University Press, Cambridge, 20 0 0 . 

[2] J. Zhang , K. Li , S. Cong , H. Wang , Efficient reconstruction of density matrices
for high dimensional quantum state tomography, Signal Process. 139 (2017)

136–142 . 

[3] Y. Deville , A. Deville , Blind quantum source separation: quantum-processing
qubit uncoupling systems based on disentanglement, Digit. Signal Process. 67

(2017) 30–51 . 
[4] F. Chapeau-Blondeau , Optimization of quantum states for signaling across an

arbitrary qubit noise channel with minimum-error detection, IEEE Trans. Inf.
Theory 61 (2015) 4500–4510 . 

[5] Y. Deville , ICA-based and second-order separability of nonlinear models involv-

ing reference signals: general properties and application to quantum bits, Sig-
nal Process. 92 (2012) 1785–1795 . 

[6] Y.C. Eldar , A.V. Oppenheim , Quantum signal processing, IEEE Signal Process.
Mag. 19 (2002) 12–32 . 

[7] Y.C. Eldar , G.D. Forney , On quantum detection and the square-root measure-
ment, IEEE Trans. Inf. Theory 47 (2001) 858–872 . 

[8] J. Zhang , S. Cong , Q. Ling , K. Li , An efficient and fast quantum state estimator
with sparse disturbance, IEEE Trans. Cybern. 49 (2019) 2546–2555 . 

[9] V. Giovannetti , S. Lloyd , L. Maccone , Advances in quantum metrology, Nat. Pho-

ton. 5 (2011) 222–229 . 
[10] C.L. Degen , F. Reinhard , P. Cappellaro , Quantum sensing, Reviews of Modern

Physics 89 (2017) 035002 . 1–39. 
[11] P.W. Shor , Polynomial-time algorithms for prime factorization and discrete log-

arithms on a quantum computer, SIAM J. Comput. 26 (1997) 1484–1509 . 
[12] P. Botsinis , D. Alanis , Z. Babar , H. Nguyen , D. Chandra , S.X. Ng , L. Hanzo , Quan-

tum search algorithms for wireless communications, IEEE Commun. Surv. Tu-

tor. 21 (2019) 1209–1242 . 
[13] C.W. Helstrom , Quantum Detection and Estimation Theory, Academic Press,

New York, 1976 . 
[14] G.M. D’Ariano , C. Macchiavello , M.F. Sacchi , On the general problem of quan-

tum phase estimation, Phys. Lett. A 248 (1998) 103–108 . 
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