Theory of stochastic resonance in signal transmission by static nonlinear systems
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A deterministic periodic signal plus a stationary random noise is applied to a static nonlinearity taking the form of a monovariable arbitrary function on real numbers. The property of noise-enhanced signal transmission through stochastic resonance is studied for this class of static nonlinear systems. A theory is developed that provides expressions for the output autocorrelation function, power spectral density, signal-to-noise ratio, and input-output phase shift, in the presence of a periodic input, a noise distribution, and a static nonlinearity, all three being arbitrary. Both white and colored input noises are successively considered. For white input noise, exact expressions are derived in a discrete-time framework directly confrontable to simulations or experiments. The theory is applied to describe stochastic resonance in various examples of static nonlinear systems, for instance, a diode nonlinearity. In addition, confrontations with experiments and simulations are given that support the theory. In particular, interesting effects are reported such as a signal-to-noise ratio larger at the output than at the input or stochastic resonance at zero frequency. Finally, the validity of the theory is extended to dynamic nonlinear systems that can be decomposed into a static nonlinearity followed by an arbitrary dynamic linear system. [S1063-651X(97)12002-5]
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I. INTRODUCTION

Stochastic resonance is a nonlinear phenomenon whereby the transmission of a coherent (usually periodic) signal by certain nonlinear systems can be improved by noise addition in the system. This paradoxical nonlinear effect was first introduced in the domain of climate dynamics [1–3]. It has since been observed in a variety of both model and natural systems, including electronic circuits, lasers, electron paramagnetic resonance, a magnetoelastic pendulum, chemical reactions, superconducting devices, and neurons [4–8].

We specify that the stochastic resonance is here understood in a broad (modern) sense. It refers to an effect of noise-enhanced signal transmission that can be characterized by a signal-to-noise ratio (or another measure of the efficiency of the transmission) displaying a nonmonotonic evolution with the noise level and peaking at a maximum value for a sufficient noise level, whence we get the term “resonance.” In particular, the condition present at the origin, of a matching between a characteristic frequency belonging to the system with another one belonging to the external forcing, is no longer a requirement. Further developments have shown that the noise-enhanced signal transmission effect, referred to as “stochastic resonance,” is preserved over broader conditions that depart from that of a strict conventional resonance as in linear theory.

Several types of nonlinear systems have been shown to exhibit stochastic resonance [6,7,9,8]. The effect was originally observed in nonlinear dynamic systems governed by bistable, or, more generally multistable, potentials [2,3,10,11]. The stable states accessible to these systems are separated by potential barriers and the transitions between these stable states under the influence of the coherent signal plus the noise are monitored to observe stochastic resonance. Later, the works in [12–14] showed that multistability was not required (only nonlinearity), as they reported stochastic resonance in nonlinear dynamic systems governed by monostable smooth single-well potentials. The effect was then extended to excitable systems [15–18], in which a noisy signal is compared to a threshold, the crossing of which triggers a deterministic excursion of the output before it returns to its resting state. The deterministic excursion of the output usually takes the form of a stereotypical pulse that is emitted each time the noisy input crosses the threshold, with possibly restrictions on the direction of the crossing. Recently, simple threshold systems in which the notion of a deterministic reset of the output of excitable systems has disappeared were also shown to be capable of stochastic resonance [19–22]. Here the state of the output, at any time, simply depends upon the position of the coherent input plus the noise relative to a threshold.

The nonlinear systems we shall consider in the present study can be viewed as an extension and generalization of these simple threshold systems, although some types of excitable systems will also be touched. Essentially, we shall consider nonlinear systems where a deterministic periodic signal plus a stationary random noise is applied to a static (or memoryless) nonlinearity taking the form of a monovariable arbitrary function on real numbers. Stochastic resonance will be demonstrated in various illustrative examples of static nonlinear systems of this type.

The theoretical description of stochastic resonant systems is made difficult by their nonlinear and nonstationary characters, and one usually has to resort to approximations. Frequent approximations are that of a slow and small periodic input signal and are often restricted to a Gaussian input noise. There have been several general approaches to the theoretical modeling of stochastic resonance (see [5,6,9,7,8] and references therein). As recently recognized in [8], it has now become difficult, in a limited space, to account for all the numerous theoretical methods by which stochastic resonance has been approached. We simply sketch, in the following, important seminal theories that have been developed for
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the various types of stochastic resonant systems as mentioned above.

An important theory has been put forth [23] that essentially applies to bistable dynamic systems. This theory [23] is based on a rate equation determining the probability of occupation of the two stable states. In the limit of a small periodic input, this theory derives approximate expressions for the characteristics of the output that stochastically resonates. Also, for complete applicability, a requirement is an explicit expression for the transition rate between states, which is usually obtainable only within the approximation of a slow periodic input (adiabatic approximation) associated with a Gaussian noise, often under the form of a modified Kramers rate. For the bistable dynamic systems, with white noise, the approaches of [11, 24] avoid the approximation of a slow periodic input and derive important properties of the stationary asymptotic behavior [11] and an expression of the output signal-to-noise ratio (SNR) valid for a small periodic input and weak noise [24]. These works [11, 24] are based on the use of a Fokker-Planck equation that constitutes, in principle, a general approach to treat Markovian stochastic dynamics and characterize their second-order statistics required to analyze stochastic resonance. Yet, in this nonlinear context, a Fokker-Planck equation approach usually requires approximations for practical tractability, as carried out in [11, 24].

The monostable nonlinear dynamic systems were approached in [13] by linear-response theory to analyze stochastic resonance. Linear-response theory is a perturbative method based on the linearization of the response of the system to a small periodic input when added to the noise. In principle, it can be applied to any nonlinear system [25–28] in the small-signal limit, and for this reason it offers a unifying framework for stochastic resonance in these conditions [9]. However, there is an important range where stochastic resonance occurs (when the signal is not small), which lies beyond the domain of applicability of linear-response theory [9]. Also, in practice, linear-response theory usually requires additional specific assumptions in order to make possible the explicit evaluation of a linear susceptibility, usually by means of the fluctuation-dissipation theorem in the presence of a thermal noise.

One type of excitable system has been theoretically analyzed in [17], with the adiabatic approximation to derive the output SNR for Gaussian input noise in the limit of a small periodic input. For the same system with Gaussian noise, the treatment in [18] avoids the approximation of a slow and small periodic input. For another type of excitable system, the analysis in [15], with Gaussian white input noise, imposes a Kramers-type formula to obtain an expression for the output SNR.

For the simple threshold systems, under the form of a single-threshold Heaviside nonlinearity, the model in [19] uses Gaussian white noise filtered by first-order or second-order low-pass linear filters. Expressions are then derived for the correlation functions and power spectral densities, allowing the characterization of the stochastic resonance by means of a correlation coefficient equivalent to the output SNR in the limit of a small periodic input. For the case of white noise (not necessarily Gaussian), the model in [22] derives an exact expression for the SNR with an arbitrary periodic input. The works in [20, 21] consider double-threshold or multitreshold systems and develop an approximate characterization of stochastic resonance.

Also, most of the aforementioned treatments deal with the transmission of a coherent signal under the form of a sinusoid. Stochastic resonance in the transmission of non sinusoidal periodic signals has been considered only recently [29, 22] and it finds interesting applications in the transmission of spike trains by neurons [30–32].

As mentioned, the type of static nonlinear system we shall consider here extends and generalizes the simple threshold systems and will also encompass a number of excitable systems. For such static nonlinear systems, we develop a complete theory for the characterization of stochastic resonance. This theory provides expressions for the output autocorrelation function, power spectral density, signal-to-noise ratio, and input-output phase shift, in the presence of a periodic input, a noise distribution, and a static nonlinearity, all three being arbitrary. Both white and colored input noise are successively considered. The theory does not resort to common adiabatic approximations nor Kramers-type formulations and is not restricted to small-signal or small-noise limits. Instead, it proceeds through a more direct statistical analysis made possible with static nonlinearities. Confrontations with experiments and simulations will be given. Finally, it will be established that the applicability of the theory extends to any dynamic nonlinear system that can be decomposed into a static nonlinearity followed by an arbitrary dynamic linear system. We have to specify that only periodic stochastic resonance (the most common type studied to date) is considered here and new forms of aperiodic stochastic resonance [33] will not be explicitly addressed here.

II. GENERAL FRAMEWORK FOR STOCHASTIC RESONANCE

We begin our analysis with the setting of a general framework for the description of stochastic resonance, which is generic and applies to any nonlinear system (static or dynamic). Elements of this framework have already been put in place, in other studies, in particular in [34, 18], but usually with reference to specific nonlinear systems. We here set this framework in general form, with no reference to any particular nonlinear system. We shall then show, in the following sections, how this general formulation can be explicitly realized for static nonlinear systems.

Let \( s(t) \) represent a periodic deterministic signal with period \( T_s \) and \( \eta(t) \) a stationary random noise. We consider a time-invariant nonlinear system of general type (static or dynamic), which receives \( s(t) \) and \( \eta(t) \) as inputs and produces an output \( y(t) \). We consider \( y(t) \) as the steady-state response of the system or, in other words, we consider that the inputs \( s(t) \) and \( \eta(t) \) have been applied since \( t \rightarrow -\infty \).

In general, because of the influence of the random input \( \eta(t) \), the output \( y(t) \) will be a random signal. Because of the influence of the deterministic input \( s(t) \), the output \( y(t) \) will be a nonstationary random signal. However, since \( s(t) \) is periodic, \( y(t) \) will in general be a cyclostationary random signal with period \( T_s \) [35].

At any time \( t \), we express the random output signal \( y(t) \) as the sum of its nonstationary mean \( E[y(t)] \) plus the statis-
tical fluctuations $\bar{y}(t)$ around the mean:
\[ y(t) = \bar{y}(t) + E[y(t)]. \]  

(1)

Because of the cyclostationarity property of $y(t)$, the nonstationary mean $E[y(t)]$ is a deterministic periodic function of $t$ with period $T_s$, for which we introduce the Fourier coefficients
\[ \bar{y}_n = \frac{1}{T_s} \int_0^{T_s} E[y(t)] \exp(-i2\pi \frac{n}{T_s} t) \, dt. \]  

(2)

For the purpose of computing a statistical autocorrelation function for the output signal $y(t)$, we now consider for fixed $t$ and $\tau$ the expectation
\[ E[y(t)y(t+\tau)] = E[\bar{y}(t)\bar{y}(t+\tau)] + E[y(t)]E[y(t+\tau)]. \]  

(3)

The expectation $E[y(t)y(t+\tau)]$ of Eq. (3) is a deterministic function of the two variables $t$ and $\tau$, which is periodic in $t$ with period $T_s$. It is possible to construct a stationary (independent of $t$) autocorrelation function $R_{yy}(\tau)$ for $y(t)$ through a proper time averaging of $E[y(t)y(t+\tau)]$ over an interval $T_s$, when $t, 0 \leq t \mod T_s$, uniformly covers $[0, T_s]$, as
\[ R_{yy}(\tau) = \frac{1}{T_s} \int_0^{T_s} E[y(t)y(t+\tau)] \, dt. \]  

(4)

According to Eq. (3) one also has
\[ R_{yy}(\tau) = C_{yy}(\tau) + \frac{1}{T_s} \int_0^{T_s} E[y(t)]E[y(t+\tau)] \, dt, \]  

(5)

with the stationary autocovariance function of $y(t)$ defined as
\[ C_{yy}(\tau) = \frac{1}{T_s} \int_0^{T_s} E[\bar{y}(t)\bar{y}(t+\tau)] \, dt. \]  

(6)

We now define the power spectral density $P_{yy}(\nu)$ of $y(t)$ as the Fourier transform of the autocorrelation function $R_{yy}(\tau)$:
\[ P_{yy}(\nu) = \mathcal{F}[R_{yy}(\tau)] = \int_{-\infty}^{\infty} R_{yy}(\tau) \exp(-i2\pi \nu \tau) \, d\tau. \]  

(7)

Fourier transforming Eq. (5) then leads to
\[ P_{yy}(\nu) = \mathcal{F}[C_{yy}(\tau)] + \sum_{n=-\infty}^{\infty} \bar{y}_n \bar{y}^*_n \delta \left( \nu - \frac{n}{T_s} \right). \]  

(8)

The power spectral density of Eq. (8) has the typical form generically encountered with stochastic resonant systems. It is formed by spectral lines with magnitude $|\bar{y}_n|^2$ at integer multiples of the coherent frequency $1/T_s$, superposed to a broadband noise background represented by $\mathcal{F}[C_{yy}(\tau)]$.

The autocovariance $E[\bar{y}(t)\bar{y}(t+\tau)]$ is expected to go to zero when $|\tau| \to \pm \infty$, and so is its time average $C_{yy}(\tau)$. $E[\bar{y}(t)\bar{y}(t)]=\sigma^2 y(t)$ represents the nonstationary variance of $y(t)$, which, after time averaging over a period $T_s$ according to Eq. (6), yields $C_{yy}(0)=\sigma^2 y(t)$, the stationary variance of $y(t)$. The deterministic function $C_{yy}(\tau)$ can thus be written as
\[ C_{yy}(\tau) = \sigma^2 y(t) h(\tau), \]  

(9)

where $h(\tau)$ is a deterministic even function describing the normalized shape of the stationary autocovariance; it verifies $h(0)=1$ and $h(\tau)=0$ when $|\tau| \to \pm \infty$ and has a Fourier transform $\mathcal{F}[h(\tau)] = H(\nu)$. The power spectral density of Eq. (8) can then be expressed as
\[ P_{yy}(\nu) = \sigma^2 y(t) |H(\nu)|^2 + \sum_{n=-\infty}^{\infty} \bar{y}_n \bar{y}^*_n \delta \left( \nu - \frac{n}{T_s} \right). \]  

(10)

A classical definition of the signal-to-noise ratio, at frequency $n/T_s$ on the output, follows as the ratio of the power contained in the spectral line alone to the power contained in the noise background in a small frequency band $\Delta \nu$ around $n/T_s$. The corresponding expression of the output SNR is then
\[ \mathcal{R} \left( \frac{n}{T_s} \right) = \frac{\frac{1}{\mathcal{F}[\sigma^2 y(t)]} |H(n/T_s)|^2 \Delta \nu}{\sum_{n=-\infty}^{\infty} |\bar{y}_n|^2 \delta \left( \nu - \frac{n}{T_s} \right)} \Delta \nu. \]  

(11)

Equation (11) provides an exact expression for the output SNR, whose explicit evaluation requires the knowledge of the nonstationary output mean $E[y(t)]$ and of the stationary output autocovariance function $C_{yy}(\tau)$.

Another desirable characterization of a stochastic resonant system consists in the possibility of evaluating the phase shift between the output and the coherent periodic input. This can be achieved through the computation of an input-output cross-correlation function. For fixed $t$ and $\tau$, we first consider the expectation
\[ E[s(t)y(t+\tau)] = s(t)E[y(t+\tau)]. \]  

(12)

since $s(t)$ is deterministic.

$E[s(t)y(t+\tau)]$ is periodic in both $t$ and $\tau$, with period $T_s$. For the definition of a “stationary” cross-correlation function, a time average is taken when $t$, or $t \mod T_s$, uniformly covers $[0, T_s]$. This yields the cross-correlation function
\[ R_{sy}(\tau) = \frac{1}{T_s} \int_0^{T_s} s(t)E[y(t+\tau)] \, dt, \]  

(13)

which is interpretable as the cross-correlation function of $s(t)$ with the nonstationary output mean $E[y(t)]$. $R_{sy}(\tau)$ of Eq. (13) is periodic with period $T_s$. Its frequency content has only components at integer multiples of $1/T_s$. Through a Fourier transform of $R_{sy}(\tau)$ similar to Eq. (7), one obtains a cross-power spectral density
\[ P_{ys}(\nu) = \sum_{n=-\infty}^{\infty} S_n \bar{y}_n \delta \left( \nu - \frac{n}{T_s} \right), \]  

(14)

where $S_n$, defined according to Eq. (2), is the order $n$ Fourier coefficient of $s(t)$. 


The phase shift $\phi$ between the mean output $E[\eta(t)]$ and the coherent input $s(t)$, as it is also considered in [26], can be evaluated, for a component with frequency $n/T_y$, from the argument of the complex number $P_{yy}(n/T_y)$ as

$$\phi \left( \frac{n}{T_y} \right) = \arctan(S_n\bar{\gamma}_n). \quad (15)$$

The present framework shows how stochastic resonance, in any nonlinear system, can be fully characterized, especially the output SNR and input-output phase shift, from the sole knowledge of the nonstationary output mean $E[\eta(t)]$ over one period and of the stationary output autocovariance function $C_{yy}(\tau)$. We shall now use this framework as a guideline to study stochastic resonance in static nonlinearities.

### III. STATIC NONLINEARITIES WITH WHITE NOISE

#### A. General model

The nonlinear system under consideration will now be a static (or memoryless) nonlinearity realizing the input-output transformation

$$y(t) = g[s(t) + \eta(t)], \quad (16)$$

where $g$ is any function operating on real numbers, whose form will have to be further specified in order to obtain systems that exhibit stochastic resonance. As we shall see in the following, for the special case where $\eta(t)$ is a white noise, the general formulation of Sec. II can be explicitly realized and, moreover, in an exact way. We thus consider in Sec. III that $\eta(t)$ is a stationary white noise, although arbitrarily distributed, with the probability density function $f_\eta(u)$ and the statistical distribution function $F_\eta(u) = \int_{-\infty}^{u} f_\eta(u') du'$. The autocorrelation function of the white noise is $R_{\eta\eta}(\tau) = E[\eta(t)\eta(t+\tau)] = 2D\delta(\tau)$ and, as a consequence, the white noise has an infinite power $E[\eta^2(t)] = R_{\eta\eta}(0)$. This singularity is a mark of the idealized character of the white noise. In practice, one has access only to approximations of a white noise, with a short but finite correlation time $\tau_c$, a power $E[\eta^2(t)] = R_{\eta\eta}(0)$ that is large but finite, and verifying the condition $R_{\eta\eta}(0)\tau_c < 2D$.

We thus adopt such an embodiment for the input white noise $\eta(t)$ with a short but finite correlation time $\tau_c$. Now, to have the possibility of a direct numerical evaluation of every relevant quantity of the model, especially for the purpose of comparison with simulations or experimental implementations of the nonlinear systems, we choose to move to the context of discrete-time signals. The time scale is thus discretized with a step $\Delta t \ll T_y$ such that $T_y = N\Delta t$. In practice now, the white noise $\eta(t)$ only needs to be a noise with a correlation time $\tau_c$ shorter than $\Delta t$ and a finite power $E[\eta^2] = \sigma_{\eta}^2$. Such a noise, when sampled every $\Delta t$, implements the discrete-time white noise $\eta(t=j\Delta t)$ endowed with the autocorrelation function $R_{\eta\eta}(k\Delta t) = E[\eta(t)\eta(t+k\Delta t)] = \sigma_{\eta}^2 \delta(k\Delta t)$, with the discrete-time version of the Dirac delta function defined as

$$\delta(k\Delta t) = \begin{cases} 1/\Delta t & \text{for } k=0, \\ 0 & \text{for } k \neq 0. \end{cases} \quad (17)$$

In this realization of the white noise, the power density is given by

$$2D = \sigma_{\eta}^2 \Delta t. \quad (18)$$

Now, in this discrete-time framework, the treatment that will follow is exact.

To proceed, we notice that a key simplification with a white noise $\eta(t)$ and a static nonlinearity $g(u)$ is that for any fixed $t$ and any fixed $\tau \neq 0$, $y(t)$ and $y(t + \tau)$ are statistically uncorrelated, just as $\eta(t)$ and $\eta(t + \tau)$ are. As a consequence, the expectations on the output, in the discrete-time framework, verify

$$E[y(j\Delta t)y(j\Delta t+k\Delta t)] = E[y(j\Delta t)]E[y(j\Delta t+k\Delta t)]$$

for any integers $j$ and $k \neq 0$. Only for the case $\tau = k\Delta t = 0$ one has

$$E[y(j\Delta t)y(j\Delta t)] = E[y(j\Delta t)]^2 + E[y^2(j\Delta t)] \neq E[y(j\Delta t)]. \quad (19)$$

At any fixed time $t = j\Delta t$, since $\eta(t)$ is distributed according to $f_\eta(u)$, then $s(t) + \eta(t)$ is distributed according to $f_\eta[u - s(t)]$. As a result of the functional relationship (16), the nonstationary output mean can then be explicitly computed as

$$E[y(t)] = \int_{-\infty}^{+\infty} g(u)f_\eta[u - s(t)] du \quad (21)$$

and the nonstationary output degree-two moment as

$$E[y^2(t)] = \int_{-\infty}^{+\infty} g^2(u)f_\eta[u - s(t)] du. \quad (22)$$

An expression is then accessible for the nonstationary output variance $E[y(t)\bar{y}(t)] = \text{var}[y(t)]$, as

$$\text{var}[y(t)] = \int_{-\infty}^{+\infty} g^2(u)f_\eta[u - s(t)] du - \left( \int_{-\infty}^{+\infty} g(u)f_\eta[u - s(t)] du \right)^2. \quad (23)$$

Equations (19) and (20) can be combined into a single expression, in which every term is now explicitly known from Eqs. (21) and (23) and reads

$$E[y(j\Delta t)y(j\Delta t+k\Delta t)] = \text{var}[y(j\Delta t)]\Delta t\delta(k\Delta t) + E[y(j\Delta t)]E[y(j\Delta t+k\Delta t)]$$

for any integers $j$ and $k$ and $\delta(k\Delta t)$ defined by Eq. (17). Through a time average, we then define the output autocorrelation function, in the discrete-time framework, corresponding to Eq. (4), as
The output SNR of Eq. (23) is then given as 
\[ g(u) = \begin{cases} 0 & \text{for } u \leq \theta \\ 1 & \text{for } u > \theta. \end{cases} \] (32)

Numerical simulations of stochastic resonance in this system are performed in [22] and compared to the theoretical predictions. The results show complete agreement.

It is also possible to experimentally implement a simple nonlinear system belonging to the class of the static, memoryless, nonlinear systems. It has to be contrasted with another nonlinear electronic circuit, a Schmitt trigger, also shown to exhibit stochastic resonance [36]. The Schmitt trigger possesses both a threshold and hysteretic nonlinearity and falls in the class of dynamic nonlinear systems, or systems with memory, because of the hysteresis.

A detailed study of stochastic resonance in the circuit of Fig. 1 will be given elsewhere [37]. For the nonlinearity of Eq. (33), Eq. (21) of the general model of Sec. III A yields 
\[ E[y(t)] = V_{\text{sat}}(1 - 2F_q[V_{\text{in}} - s(t)]) \] (34)
and Eq. (23) yields

\[
R_{yy}(k\Delta t) = \frac{\text{var}(y)\Delta t}{\text{var}(y)\Delta t + \tilde{y}_n\tilde{y}^*_n} \frac{1}{\Delta \nu}. \] (30)

Because of condition (18), the quantity var(y)\Delta t is expected to remain finite. When the horizon \( M \to +\infty \), then \( \Delta \nu \to 0 \) and the coherent spectral lines above the broadband noise background tend to Dirac \( \delta \) pulses. This is the typical form of the power spectral density for the output of a stochastic resonant system. It comes here in Eq. (30) under a form appropriate for direct numerical evaluation.

Since the function \( h(\tau) \) is here simply \( \Delta t \tilde{\delta}(k\Delta t) \), its discrete Fourier transform is \( H(\nu) = \Delta t \tilde{\delta} \forall \nu \). The SNR of Eq. (11) follows as
\[
\mathcal{R} \left( \frac{n}{T_s} \right) = \frac{|\tilde{y}_n|^2}{\text{var}(y)\Delta t \Delta B}. \] (31)

The output SNR of Eq. (31) is then completely calculable, through Eqs. (21), (28), (23), and (26) for any noise distribution \( f_q(u) \) and any periodic input \( s(t) \) transmitted through an arbitrary nonlinearity \( g(u) \). The input-output phase shift \( \phi \) of Eq. (15) is also completely calculable, in the discrete-time framework, with the Fourier coefficient \( S_n \) evaluated through an equation similar to Eq. (28). With the SNR and phase shift \( \phi \), both accessible at the different harmonics of the coherent frequency \( 1/T_s \), we have a complete characterization of the nonlinear system that is suited to detect a stochastic resonance effect, with the relevant quantities lending themselves to direct numerical evaluation. The following illustrates the capability of the present theory to analyze stochastic resonance in various examples of static nonlinear systems.

FIG. 1. Experimental electronic circuit implementing the nonlinearity of Eq. (33).
For illustration, Fig. 2 shows the output autocorrelation function $R_{yy}(\tau)$ theoretically computed from Eqs. (25), (34), and (35), compared with an experimental estimation of $R_{yy}(\tau)$, obtained with $\Delta t = T_s/N, N=100$, the period $T_s=10$ ms, the noise $\eta(t)$ zero-mean Gaussian, and the periodic input being successively a sinusoid $s(t) = V_M \sin(2\pi t/T_s)$ and a triangular wave $s(t) = V_M s_1(t/T_s)$, with the zero-mean symmetric normalized triangular wave

$$s_1(t) = \begin{cases} 
1-4t & \text{for } 0 \leq t < \frac{1}{4} \\
3+4t & \text{for } \frac{1}{2} \leq t < 1,
\end{cases}$$

and $s_1(t)$ with period 1. The output autocorrelation function $R_{yy}(\tau)$ was experimentally estimated on the circuit of Fig. 1 by averaging products $y(t)y(t+\tau)$, with values of $t$ mod $T_s$ uniformly covering the interval $[0,T_s]$ for every value of $\tau$ at which $R_{yy}(\tau)$ was estimated. The theory of Sec. III A in the discrete-time framework is exact and the very same expressions are evaluated in the theoretical analysis and in the experiment. Consequently, as expected, Fig. 2 shows very good agreement between the theoretical and experimental autocorrelation functions and both would tend to perfectly superpose if the averages in the experiment were performed with a number of samples tending to infinity.

Application of Eqs. (28) and (26) with Eqs. (34) and (35) allows the explicit evaluation of the theoretical output SNR of Eq. (31). We chose (arbitrarily) a band $\Delta B = 1/T_s$, $N=100$, and we shall stick to these values for the rest of the article. Figure 3 represents the SNR theoretically computed from Eq. (31), compared with the SNR experimentally measured from the circuit of Fig. 1, successively with the sinusoid $s(t) = V_M \sin(2\pi t/T_s)$ and the triangular wave $s(t) = V_M s_1(t/T_s)$ from Eq. (36). The nonmonotonic evolutions of the SNRs in Fig. 3 present the signature of stochastic resonance: the SNRs peak at a maximum
value for a sufficient level of the input noise and there exists a range where increasing the input noise results in a higher output SNR. The comparison of the SNRs of Fig. 3 shows again the same very good agreement between theory and experiment, up to very small values of the SNR close to the limit of accuracy of the measurements.

C. Two-threshold nonlinearity

A special instance of a static nonlinear system exhibiting stochastic resonance has been considered in [20] under the form of the two-threshold nonlinearity

\[
g(u) = \begin{cases} 
-1 & \text{for } u < -0.5 \\
0 & \text{for } -0.5 \leq u \leq 0.5 \\
1 & \text{for } u > 0.5.
\end{cases}
\]  

Equation (21) of the general model yields in this case

\[
E[y(t)] = 1 - F_{\eta h}[0.5 - s(t)] - F_{\eta h}[-0.5 - s(t)]
\]  

and Eq. (23) yields

\[
\text{var}[y(t)] = \{1 - F_{\eta h}[0.5 - s(t)]\} F_{\eta h}[0.5 - s(t)] + \{1 - F_{\eta h}[-0.5 - s(t)]\} F_{\eta h}[-0.5 - s(t)] + 2\{1 - F_{\eta h}[0.5 - s(t)]\} F_{\eta h}[-0.5 - s(t)].
\]  

From Eqs. (38) and (39), application of Eqs. (28) and (26) leads to an explicit expression for the SNR of Eq. (31). Figure 4 represents this SNR of the stochastic resonator of Eq. (37), computed again with \(\Delta B = 1/T_s = 1/(N\Delta t)\) and \(N = 100\), for different noise distributions and two different waveforms for the periodic input, a sinusoid \(s(t) = A \sin(2\pi t/T_s)\) and a sawtooth \(s(t) = A_x s_2(t/T_s)\), with

\[
s_2(t) = -1 + 2(t \mod 1).
\]  

The conventional SNR appearing in Fig. 4 is not computed in the study of [20]. Instead, in [20], the stochastic resonance effect in the transmission by Eq. (37) is characterized by means of the amplitude of the coherent spectral line at frequency \(1/T_s\) on the output. One may note, however, that such a quantity does not provide a strict assurance of the presence of stochastic resonance, because when the input noise level is raised, both the coherent line and the noise background may simultaneously increase at the output (see Fig. 6), while a preferable requirement is a coherent line whose relative emergence out of the noise background becomes more pronounced. The amplitude of the output coherent line at \(1/T_s\) used in [20] corresponds to our \(|\tilde{Y}|\) from Eq. (28). No comparable general expression is offered for this quantity in [20], yet when \(s(t) = A \sin(2\pi t/T_s)\) this quantity is approximated in [20] as \(kA_y\), with

\[
A_y = F_{\eta h}(0.5 + A) - F_{\eta h}(0.5 - A)
\]  

and \(k\) an ad hoc proportionality constant.

Figure 5 compares the approximation \(kA_y\) from Eq. (41) with the value \(|\tilde{Y}|\) from Eqs. (28) and (38). As noted in [20], the approximation \(kA_y\) is good for small values of \(A\), and we can see in Fig. 5 that it degrades for larger \(A\)’s. Also, as mentioned in [20], the approximation ignores the actual shape of the periodic input \(s(t)\) and as is visible in Fig. 5, the discrepancy is increased when \(s(t)\) is changed from a sinusoid to a sawtooth.

The present theory has also the ability to describe stochastic resonance in multithreshold systems as considered in [21] and to predict the SNRs that are approximated in the study of [21]. We can also illustrate, with the two-threshold nonlinearity of Eq. (37), the evolution of the output stationary variance \(\text{var}(y)\) from Eqs. (26) and (23), which controls the noise background in the SNR of Eq. (31). This evolution of \(\text{var}(y)\) with the rms amplitude of the input noise \(\eta(t)\) is represented in Fig. 6 in the presence of a periodic input \(s(t) = A \sin(2\pi t/T_s)\) with \(A = 0.45\) and also, for comparison, in the absence of any periodic input. From Fig. 6, it is visible that in the region of the resonance, the output noise background may differ significantly in the presence of the periodic input from its value in the absence of this periodic input. This is the case here, where the amplitude \(A = 0.45\) of the periodic input is of the same order of magnitude as the

FIG. 4. Output signal-to-noise ratio \(\mathcal{R}\) at frequency \(1/T_s\) computed from Eqs. (31), (38), and (39) for the two-threshold nonlinearity of Eq. (37), as a function of the rms amplitude of the input white noise \(\eta(t)\). (A) \(\eta(t)\) a zero-mean Gaussian noise and (B) \(\eta(t)\) a zero-mean uniform noise. In each panel, the pair of solid curves is with a sinusoidal \(s(t) = A \sin(2\pi t/T_s)\) and the pair of dotted curves with a sawtooth \(s(t) = A_x s_2(t/T_s)\) from Eq. (40). In each pair, the upper curve is with \(A = 0.45\) and the lower curve with \(A = 0.3\).
characteristic amplitudes in the system [the threshold 0.5 in Eq. (37) and the noise rms amplitude of around 0.3 at the peak of the resonance]. Under these conditions, the periodic input cannot be considered small and its implication in stochastic resonance cannot be treated accurately if the noise background in the presence of the periodic input is simply replaced by this background in its absence. This is what would have been assumed in a perturbative treatment of stochastic resonance, yet efficient in its own domain of applicability. Perturbative treatments, such as linear-response theory [25,26], are general in the sense that they can be applied to any nonlinear systems, but they are restricted to the small-signal limit. In contrast, our present approach applies only to static nonlinearities, but for this type of system it provides a general description, not restricted to the small-signal limit. The conditions illustrated in Fig. 6 lead us here to view stochastic resonance not as a perturbative effect, but as a truly cooperative effect in which two signals with comparable importance (no one dominates the other), a periodic one and a noise, efficiently cooperate to overcome a nonlinearity.

D. Diodelike nonlinearity

As another application of the present theory, we now examine the case where

\[
g(u) = \begin{cases} 
0 & \text{for } u < \theta \\
(u - \theta)/\lambda & \text{for } u > \theta.
\end{cases}
\] (42)

Equation (42) is a simple model for the nonlinearity of a diode with threshold \( \theta \). The diode is one of the most elementary nonlinear electronic components. With the present theory, we can verify that this component, with the model of Eq. (42), is capable of stochastic resonance.

Following the procedure of Sec. III A, we computed with the nonlinearity (42) the output SNR of Eq. (31). This was performed with \( \eta(t) \) a zero-mean Gaussian noise with var-

FIG. 5. Amplitude of the coherent spectral line at frequency \( 1/T_s \) on the output of the two-threshold nonlinearity of Eq. (37), as a function of the rms amplitude of the input white noise \( \eta(t) \). (A) \( \eta(t) \) a zero-mean Gaussian noise, a sinusoidal input \( s(t) = A \sin(2 \pi t/T_s) \), and \( k = 0.50 \). (B) \( \eta(t) \) a zero-mean uniform noise, a sawtooth input \( s(t) = A (t/T_s) \) from Eq. (40), and \( k = 0.37 \). In each panel, the pair of solid curves is the exact expression given by \( |F| \) from Eqs. (28) and (38) and the pair of dotted curves is the approximation \( kA \), from Eq. (41) after [20]. In each pair, the upper curve is with \( A = 0.45 \) and the lower curve with \( A = 0.3 \).

FIG. 6. Output noise background \( \text{var}(y) \) from Eqs. (26), (23), and (39), which controls the denominator of the SNR of Eq. (31) for the two-threshold nonlinearity of Eq. (37), as a function of the rms amplitude of the input white noise \( \eta(t) \). (A) \( \eta(t) \) a zero-mean Gaussian noise and (B) \( \eta(t) \) a zero-mean uniform noise. In each panel, the solid curve is \( \text{var}(y) \) in the presence of the periodic input \( s(t) = A \sin(2 \pi t/T_s) \) with \( A = 0.45 \) and the dashed curve is \( \text{var}(y) \) in the absence of any periodic input. To locate the resonance, we have redrawn (dotted curves) the corresponding SNRs from Fig. 4 after renormalization of their maximum value to 0.65 to fit adequately in the figure.
with the same period $s(t)$ and a threshold $\theta=1.2$. For illustration, the periodic input of period $T_s$ was successively $s(t) = \cos(2\pi t/T_s)$ and $s(t) = \cos(2\pi t/T_s) + \cos(4\pi t/T_s + \pi/4) + \cos(6\pi t/T_s + 2\pi/5)/3$. In each pair, the upper curve is the SNR at frequency $1/T_s$ and the lower curve the SNR at $2/T_s$.

The resulting SNRs, plotted in Fig. 7 as a function of the rms amplitude $h$ of the Gaussian input white noise $\eta(t)$. The SNR predicted by Eq. (31) is insensitive to the value of the parameter $\lambda$ of Eq. (42). As visible in Fig. 7, no linear superposition applies since we are dealing with nonlinear systems and the behavior of the SNR for the component at frequency $1/T_s$ is different whether this component is alone or accompanied by other components with different frequencies. Also visible in Fig. 7, as well as in Fig. 3, a single harmonic input at frequency $1/T_s$ has the ability to generate higher-order harmonics at the output, since the context is nonlinear.

We can also illustrate, with the diode nonlinearity of Eq. (42), the evolution of the input-output phase shift of Eq. (15). For the diode nonlinearity of Eq. (42) with the Gaussian noise $\eta(t)$, application of Eq. (21) leads to

$$E[y(t)] = \frac{\sigma_\eta}{\lambda \sqrt{2\pi}} \left[ \exp[-z_1^2(t)] - \sqrt{\pi} z_1(t) \text{erf}[z_1(t)] \right],$$

(43)

with $z_1(t) = (\theta - s(t))/\sqrt{\sigma_\eta^2}$.

The resulting input-output phase shift of Eq. (15) is represented in Fig. 8 as a function of the rms amplitude $\sigma_\eta$ of the Gaussian noise $\eta(t)$. Three different periodic inputs $s(t)$ with the same period $T_s$ were successively applied in order to illustrate the rich variability of the evolution of the input-output phase shift with stochastic resonance in static nonlinearities. First, with $s(t) = \cos(2\pi t/T_s)$, the present theory gives a phase shift $\phi(1/T_s) = 0$ for any noise rms amplitude $\sigma_\eta$. Second, we continued with the addition of a harmonic at frequency $2/T_s$ at the input, with $s(t) = \cos(2\pi t/T_s) + \cos(4\pi t/T_s + \pi/4)/2$. As a result, the phase shift $\phi(1/T_s)$, between the input and output components at the frequency $1/T_s$ of the fundamental, experienced a dramatic change, as depicted in Fig. 8. Third, we further added a harmonic at frequency $3/T_s$ at the input, with $s(t) = \cos(2\pi t/T_s) + \cos(4\pi t/T_s + \pi/4) + \cos(6\pi t/T_s + 2\pi/5)/3$. Again, as visible in Fig. 8, the phase shift $\phi(1/T_s)$ at the fundamental was further changed and also changed the phase shift $\phi(2/T_s)$ at the second harmonic.

The results of Fig. 8 illustrate typical properties that can be observed for the phase shift of Eq. (15). Nonzero input-output phase shifts can occur in stochastic resonance with static nonlinearities. The phase shift at a given frequency is strongly dependent upon the overall frequency content of the coherent input $s(t)$, since adding higher harmonics $2T_s$, $3T_s$, $\ldots$ at the input can change the phase shift of the component at the fundamental $1/T_s$. Such a behavior of the phase shift is a typical nonlinear property, which is absent in linear systems. Monotonic or nonmonotonic evolutions of the phase shift with the noise rms amplitude can be observed (see also [22]). Also, the present theory predicts that the input-output phase shift of Eq. (15), for a given periodic input $s(t)$, is influenced by the distribution of the input noise $\eta(t)$.

E. Nonsubliminal periodic input

It is interesting to examine the case where $g(u)$ is a smooth nonlinearity, monotonically increasing from 0 to 1, with the sigmoidal form

$$g(u) = \frac{1}{1 + \exp \left( -\frac{u - \theta}{\lambda} \right)}.$$

(44)

The parameter $\lambda$ of Eq. (44) measures the extension of the
region around \( \theta \) over which \( g(u) \) passes from 0 to 1. As \( \lambda \rightarrow 0 \), this nonlinearity approaches the Heaviside function of Eq. (32).

With the procedure of Sec. III A, we computed for the nonlinearity (44) the SNR of Eq. (31). This was performed with \( \eta(t) \) a zero-mean Gaussian noise, the periodic input \( s(t)=\cos(2\pi t/T_s) \), and a threshold \( \theta=1.2 \). The resulting SNR is plotted in Fig. 9 as a function of the rms amplitude of the noise \( \eta(t) \) and for different values of the “smoothness” \( \lambda \) of the nonlinearity (44).

For \( \lambda=0 \), the nonlinearity \( g(u) \) reduces to the Heaviside function and the periodic input \( s(t) \) alone is strictly subliminal, unable to induce any transition of the output in the absence of the noise. Then, an increase of the input noise level from zero produces a conventional stochastic resonance, as shown in Fig. 9(a), where the SNR increases from zero up to a maximum and then back down toward zero. For \( \lambda>0 \), \( g(u) \) is a smooth nonlinearity and the periodic input \( s(t) \) is visible at the output in the absence of the noise. Then, for a strictly zero input noise level, the output SNR tends to infinity. As the input noise level is increased above zero, for a steep \( g(u) \) with small \( \lambda>0 \), we observe in Fig. 9 that the output SNR can rapidly drop to small values, from where a further increase of the noise level progressively raises the SNR as in a conventional stochastic resonance. For smoother \( g(u) \) with larger \( \lambda \) the resonance disappears to give way to a monotonic decay of the SNR as the noise level is increased from zero.

The results of Fig. 9 demonstrate that a smooth nonlinearity can stochastically resonate, provided it contains parts with sufficient steepness. The presence of a strict threshold (below which the output is strictly unresponsive) is not necessary to obtain the possibility of a noise enhancement of the transmission. Figure 9 shows an example where a nonsubliminal coherent signal \( s(t) \) corrupted by a small amount of noise can benefit from further noise addition to improve its transmission.

A similar type of resonance can also be obtained with nonmonotonic smooth nonlinearities, for instance a Gaussian one:

\[
g(u) = \exp\left[-\frac{(u-\theta)^2}{\lambda}\right].
\]

For this nonlinearity of Eq. (45), with a zero-mean Gaussian input noise \( \eta(t) \) of variance \( \sigma^2 \), an explicit analytical expression can be written for Eq. (21) in the form

\[
E[y(t)] = \left[\frac{\sigma \sqrt{2}}{\lambda}\right]^2 + 1 \right]^{-1/2} \exp[-z_2(t)],
\]

with

\[
z_2(t) = \frac{s(t)}{\sigma \sqrt{2}} + \frac{(\theta)^2}{\lambda} - \left[\frac{\sigma \sqrt{2}}{\lambda}\right]^2 + 1\right]^{-1} \times \frac{s(t)}{\sigma \sqrt{2}} + \frac{(\theta)^2}{\lambda}.
\]

Then, substitution of \( \lambda \) by \( \lambda \sqrt{2} \) in Eqs. (46) and (47) simply yields the explicit expression for \( E[y(t)] \) of Eq. (22), leading to the SNR of Eq. (31) depicted in Fig. 10. The results of Fig. 10 demonstrate that a nonmonotonic smooth nonlinearity, with sufficiently steep parts, can also stochastically resonate.

**F. Influence of the noise distribution**

The general treatment of Sec. III A applies to an arbitrary statistical distribution of the input noise \( \eta(t) \) and thus allows a direct examination of the influence of this distribution on stochastic resonance in static nonlinearities. We will not address here the problem of the determination of the optimal noise distribution to maximize stochastic resonance in given conditions, but rather we shall provide an illustration of the explicit influence of the noise distribution that complements the results of Fig. 4. For this purpose, we return to the two-threshold nonlinearity of Eq. (37). With the sinusoidal peri-
the uniform noise for the SNR in stochastic resonance. A simple illustration can be obtained for the limit case

\[ \eta(t) = A \sin(2 \pi t/T_s) \]

and the periodic input \( s(t) = A \sin(2 \pi t/T_s) \) and \( A = 0.45 \). A, \( \eta(t) \) a Gaussian noise; b, \( \eta(t) \) a uniform noise; and c, \( \eta(t) \) a two-level symmetric discrete noise.

For intermediate density, and with such a shape the noise \( \eta(t) \) performs qualitatively like the Gaussian noise for the SNR in stochastic resonance. For large density, and with such a shape the noise \( \eta(t) \) generally performs better than the uniform noise. Without proving the optimal noise distribution, in this case, we shall show that it is possible to do better than the uniform noise.

Let us consider the family of noise distributions for \( \eta(t) \) obtained by passing a zero-mean unit-variance Gaussian noise \( \xi(t) \) through the transformation \( \eta = A \tanh(\beta \xi) \) parametrized by \( A \) and \( \beta \). For small \( \beta \)’s, the density of \( \eta \) tends to concentrate around zero, qualitatively like a Gaussian density, and with such a shape the noise \( \eta(t) \) performs qualitatively like the Gaussian noise for the SNR in stochastic resonance. For intermediate \( \beta \)’s, the density of \( \eta \) tends to be uniform in \( [-A_u, A_u] \), and with such a shape the noise \( \eta(t) \) performs qualitatively like the uniform noise for the SNR in stochastic resonance. For large \( \beta \)’s, the density of \( \eta \) tends to concentrate around the two modes \( -A_u \) and \( A_u \), and with such a shape the noise \( \eta(t) \) generally performs better than the uniform noise for the SNR in stochastic resonance. A simple illustration can be obtained for the limit case \( \beta \to +\infty \) where the noise \( \eta(t) \) degenerates into a two-level symmetric discrete noise with the density \( f_\eta(u) = 0.5 [ \delta(u + A_u) + \delta(u - A_u) ] \) and rms amplitude \( A_u \). The corresponding distribution function \( F_\eta(u) \) is readily written and substituted into Eqs. (38) and (39) to yield the SNR of Eq. (31). This SNR is represented in Fig. 11 and compared to the SNRs of Fig. 4. The results of Fig. 11 show that, in general, neither Gaussian nor uniform noise is optimal to maximize the SNR in stochastic resonance with static nonlinearities. Continuing with the two-level discrete noise on the two-threshold nonlinearity of Eq. (37), it can be shown, with a slight change in the periodic input \( s(t) \), that multiple resonant peaks can be obtained for the SNR in stochastic resonance with static nonlinearities, as illustrated in Fig. 12.

**G. Output SNR versus input SNR**

An important issue is to determine whether stochastic resonance, under given conditions, is able to deliver an output SNR larger than the input SNR. Relatively few studies provide clear-cut answers on this issue. For bistable nonlinear dynamic systems, the question is addressed in [38–40]. In the small-signal limit with Gaussian noise, proofs are given in [9,41] that the output SNR cannot exceed that at the input. Under different conditions and with a definition of the SNR differing from the conventional SNR we are considering here, the study in [29] comes to a larger SNR at the output than at the input. We shall now show that, with stochastic resonance in static nonlinearities, the classical SNR defined in Sec. II can be found larger at the output than at the input. Again, we do not plan to elucidate here, in generality, the conditions under which this important property can be obtained. Rather, we will simply produce an illustrative example of its realization.

We consider the periodic input \( s(t) = A \sin(2 \pi t/T_s) \) with total power \( A^2/2 \) and power spectral density \( P_s(v) = A^2 [ \delta(v + 1/T_s) + \delta(v - 1/T_s) ]/4 \), since we chose in this study, according to Eqs. (7) and (8), to represent the spectral distribution of the power with a bilateral power spectral density. \( s(t) \) is corrupted by the white noise \( \eta(t) \) with autocorrelation function \( \rho_{\eta\eta}(\tau) = 2D \delta(\tau) \) and power spectral density \( P_{\eta\eta}(v) = 2D \), as introduced in Sec. III A. The input SNR, with the definition of Sec. II, can be expressed as

\[ R_{in} = \frac{A^2/4}{2D \Delta f}. \]  

As explained in Sec. III A, the ideal white noise is realized by a discrete-time noise, with a finite variance \( \sigma_n^2 \) related to the power density \( 2D \) of the white noise by Eq. (18). The input SNR of Eq. (48) thus becomes

\[ R_{in} = \left( \frac{A/\sigma_n}{2D/\Delta f} \right)^2. \]

The output SNR of Eq. (31), at frequency \( 1/T_s \),

**FIG. 11.** Influence of the noise distribution. Output signal-to-noise ratio \( R \) at frequency \( 1/T_s \), computed from Eqs. (31), (38), and (39), for the two-threshold nonlinearity of Eq. (37), as a function of the rms amplitude of the zero-mean input white noise \( \eta(t) \), with the periodic input \( s(t) = A \sin(2 \pi t/T_s) \) and \( A = 0.45 \).

**FIG. 12.** Multiple resonant peaks. Output signal-to-noise ratio \( R \) computed from Eqs. (31), (38), and (39), for the two-threshold nonlinearity of Eq. (37), as a function of the rms amplitude of the zero-mean two-level symmetric discrete input white noise \( \eta(t) \), with the periodic input \( s(t) = A \sin(2 \pi t/T_s) + 0.15 \) and \( A = 0.3 \). The solid line is \( R \) at frequency \( 1/T_s \) and the dotted line \( R \) at frequency \( 2/T_s \).
the system, which shows, as in Sec. IIIB, perfect agreement with the theory. The results of Fig. 13 reveal that the ratio \( R_{out}/R_{in} \) is a perfect recovery of the input noise. A comparison is represented in Fig. 13, for different values of the amplitude \( A \) of the periodic input. A comparison is shown in Fig. 13 with a numerical simulation of the system, which shows, as in Sec. III B, perfect agreement with the theory. The results of Fig. 13 reveal that the ratio \( R_{out}/R_{in} \) resonates with the input noise rms amplitude, although peaking at a slightly higher noise level than the output SNR shown in Fig. 11(c) for \( A = 0.45 \). The curves of Fig. 13 also clearly demonstrate the possibility of an output SNR larger than the input SNR. For very small \( A \)'s it is even possible to obtain \( R_{out} > R_{in} \).

For the case of a two-level discrete noise \( \eta(t) \in \{-A_{\eta}, A_{\eta}\} \), as pointed out in [41], there exists a scheme allowing a perfect recovery of \( s(t) \) from the mixture \( s(t) + \eta(t) \), provided that the amplitude \( A \) of \( s(t) \) verifies \( A < A_{\eta} \). Simply, if the measurement is \( z = s + \eta > 0 \), then \( s \) is recovered as \( s = -A_{\eta} \), and if \( z = s + \eta < 0 \), then \( s \) is recovered as \( s = z + A_{\eta} \). This represents another (nonlinear) recovering scheme that achieves an infinite input-output gain in the SNR, but does not hinder the fact that the stochastic resonator is able to achieve a gain larger than unity. This simple scheme is, however, limited by the condition of \( A < A_{\eta} \), while the stochastic resonator is not and is able to realize \( R_{out}/R_{in} > 1 \) also when \( A > A_{\eta} \), as visible in Fig. 13. Moreover, the stochastic resonator is also able to realize \( R_{out}/R_{in} > 1 \) when the noise \( \eta(t) \) ceases to be a two-level discrete noise, as illustrated in Fig. 13 by \( \eta(t) = A_{\eta} \tan(2\xi) \), which approaches a uniform noise. In fact, the present theory has the ability to show that a SNR gain larger than unity is not a rare outcome with stochastic resonance in static nonlinearities and it can even be obtained with Gaussian noise when the periodic input is no longer a sinusoid, but we leave this for another study.

### H. Stochastic resonance at zero frequency

The expression of the SNR of Eq. (31) of the general model is in principle valid at any harmonic \( nT_0 \) of the coherent periodic input, especially for \( n=0 \). This allows us to investigate the possibility of stochastic resonance at zero frequency. We will consider a situation where both an actual observation and a meaningful interpretation can be given for this extension of stochastic resonance, at zero frequency.

Consider the periodic input \( s(t) = A \sin(2\pi nT_0) \) whose wave form is symmetric relative to the time axis, superposed to an input noise \( \eta(t) \) with an even density \( f_\eta(u) \). These two inputs are transmitted by the two-threshold nonlinearity of Eq. (37), which is an odd function \( g(u) \). In this situation, because of the symmetries of both the inputs \( s(t) \) and \( \eta(t) \) and the system \( g(u) \), the output expectation \( E[y(t)] \) averaged over one period \( T_0 \), i.e., the quantity \( \bar{Y}_0 \) of Eq. (2), will be zero. Indeed, because of the symmetry of \( s(t) \), for any time \( t_1 \) in \( [0,T_0] \), there always exists a time \( t_2 \) in \( [0,T_0] \) such that \( s(t_2) = -s(t_1) \); because of the symmetries of both \( f_\eta(u) \) and \( g(u) \), the expectations of Eq. (21) verify \( E[y(t_2)] = -E[y(t_1)] \) and thus cancel in pairs over one period to yield a zero time-averaged expectation \( \bar{Y}_0 \). In such a case, the SNR at zero-frequency, \( R(0) \) of Eq. (31), is also identically zero for any value of the input noise rms amplitude.

We now consider adding a constant component \( s_0 \) to the periodic input, which becomes \( s(t) = s_0 + A \sin(2\pi nT_0) \). The dc component \( s_0 \) breaks the symmetry of the periodic input, which is enough to make \( \bar{Y}_0 \) differ from zero, with the assurance that any departure of \( \bar{Y}_0 \) from zero has its origin in the presence of the input dc component \( s_0 \). One can be interested in performing an estimation of \( \bar{Y}_0 \) at the output, in order to extract information on the presence of \( s_0 \) at the input. This estimation can be assisted by a stochastic resonance effect, in which an optimum level of the input noise \( \eta(t) \) maximizes the time-averaged output mean \( \bar{Y}_0 \) relative to the output fluctuations measured by the time-averaged variance \( \text{var}(y) \). This is attested by the output SNR at zero frequency \( R(0) \) computed from Eqs. (31), (38), and (39), represented in Fig. 14. Also, the time-averaged output mean \( \bar{Y}_0 \)
alone undergoes, like the SNR $\mathcal{R}(0)$, a nonmonotonic variation with the input noise rms amplitude, as visible in Fig. 15.

It is also possible to obtain stochastic resonance at zero frequency when the periodic input degenerates into a simple constant $s(t) = s_0 \forall t$. The issue of stochastic resonance with a constant coherent input has been addressed in [42,43] for multistable nonlinear dynamic systems as discussed in Sec. I. Here, for static nonlinear systems, we shall demonstrate that a form of stochastic resonance can be observed with a constant coherent input. A constant input is a special case of a periodic input and the uniform mode of calculation that has been used throughout the present study can be kept in this case, with any finite value of $T_s$ for the period of the constant $s(t)$, to perform the time averages as in Eqs. (2), (6), (28), or (26). But, of course, with a constant $s(t)$ the results are no different if these time averages are simply not performed. The SNR of Eq. (31) at zero frequency, in this case, can be computed as

$$\mathcal{R}(0) = \frac{E^2(y)}{\text{var}(y) \Delta f \Delta B} \tag{52}$$

and is represented in Fig. 16 together with the output mean $E(y)$ from Eq. (38), for the two-threshold nonlinearity of Eq. (37).

Equation (52) shows that $\sqrt{\mathcal{R}(0)}$ is simply proportional to $E(y)/\sqrt{\text{var}(y)}$, which is interpretable as the relative accuracy in estimating the constant $E(y)$ embedded in fluctuations with rms amplitude $\sqrt{\text{var}(y)}$. The nonmonotonic variation of $\sqrt{\mathcal{R}(0)}$ with the input noise level, as it follows from Fig. 16(B), indicates that there is an optimal level where the estimation of the constant $E(y)$ can be performed with best accuracy. In other words, there is an optimal input noise level where the value of the output mean $E(y)$ is maximized relative to the rms output fluctuation $\sqrt{\text{var}(y)}$. If we return to the strictly periodic, nonconstant, input $s(t) = s_0 + A \sin(2\pi f/T_s)$, for instance, a similar interpretation is valid for the resonant $\sqrt{\mathcal{R}(0)}$ from Fig. 14, as proportional to the relative accuracy in estimating the time-averaged output mean $E(y) = \bar{Y}_0$ embedded in output fluctuations with time-averaged rms amplitude $\sqrt{\text{var}(y)}$.

If the model of the process is known, especially $f_\phi(u)$ and
and considering leads to coherent input.

In other words, optimal dithering allows the time-averaged output mean $\overline{E[y(t)]]}$ to reproduce the mean value $s(t)$ of the periodic input. This is the very property that is sought with dithering. Dithering can now be contrasted with stochastic resonance at zero frequency. Briefly, dithering is an output mean that reproduces the input mean, while stochastic resonance is an output mean that stands out maximally off the output fluctuations. However, as visible in Fig. 16, the input noise level that optimizes dithering, i.e., that realizes $\overline{E[y(t)]]} = s(t)$, is usually not the same as the noise level that maximizes $\overline{E[y(t)])/\sqrt{\text{var}[y(t)]]}$, i.e., that maximizes the SNR $R(0)$. The accuracy of a statistical estimation of $\overline{E[y(t)]]}$ will generally be better at the maximum of stochastic resonance than at the optimal dithering.

I. Discussion of static nonlinearities with white noise

The discrete-time treatment of Sec. III A with a time step $\Delta t$ is exact for any physically realizable “white” noise $\eta(t)$ endowed with a correlation time $\tau_c$ smaller than the time resolution $\Delta t$. If the correlation of the noise $\eta(t)$ strictly vanishes above $\Delta t$, then all the numerical quantities theoretically defined in Sec. III A exactly match, in principle, the corresponding quantities experimentally measurable in any physical implementation of the process. This was verified in the experiment reported in Sec. III B, at least within the accuracy of the experimental measurements and also in the computer experiments of the simulations of Fig. 13 and [22].

Our modeling choice to handle the white-noise case is thus to develop a discrete-time treatment together with the consideration of a physical white noise defined by a correlation time smaller than the time resolution of the discrete-time treatment. Additionally, the discrete-time treatment has the advantage of yielding expressions that can be computed in the same way in a theoretical analysis, a computer simulation, and an experimental implementation. In particular, this modeling strategy renders unnecessary the prior realization of filtering procedures aimed at taming undesirable pathologies attached to an ideal white noise, such as infinite variance or infinite zero-crossing rate, and as they are used in [19,18].

In physical situations, these pathologies do not exist in the first place because the white noise $\eta(t)$ will have a short but finite correlation time. In the following section we shall consider the case of a nonvanishing correlation time of the input noise $\eta(t)$ that has to be explicitly taken into account.

IV. STATIC NONLINEARITIES WITH COLORED NOISE

We now consider the same static nonlinearity of Eq. (16), but when the stationary noise $\eta(t)$ is colored. The output expectation introduced in Eq. (3) can then be evaluated under the form

$$
E[y(t)]_{y(t+\tau)} = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} g(u_1)g(u_2)f_{\eta\eta}[u_1-u_2] - s(t+\tau;\tau)du_1 du_2,
$$

(53)

where $f_{\eta\eta}(u_1,u_2;\tau)$ is the second-order probability density function of the stationary noise $\eta(t)$.

When $f_{\eta\eta}(u_1,u_2;\tau)$ is known for the input noise $\eta(t)$, then the general scheme described in Sec. II can be explicitly
realized, possibly with the aid of numerical integrations. After evaluation of \(E[y(t)y(t+\tau)]\) through Eq. (53), a time average over \(t\) has to be performed according to Eq. (4) to obtain the autocorrelation function \(R_{yy}(\tau)\) whose Fourier transform yields the power spectral density \(P_{yy}(v)\) appropriate to evaluate the output SNR \(\mathcal{R}\). The input-output phase shift \(\phi\) of Eq. (15) is evaluated without additional difficulty, from Eqs. (21) and (2), since this requires only the first-order probability density \(f_\eta(u)\) of the colored input noise \(\eta(t)\).

The exact computation of the output SNR with a static nonlinearity and a colored noise thus requires, in general, the knowledge of the second-order probability density \(f_\eta(u_1,u_2;\tau)\) of the input noise. It is seldom the case that such a multivariate function is known for a random noise \(\eta(t)\). What is much more common in practice is the sole knowledge of the single-variable autocorrelation function \(R_{\eta\eta}(\tau)=E[\eta(t)\eta(t+\tau)]\) of the stationary noise \(\eta(t)\). In general, with an arbitrary nonlinearity \(g(u)\), the knowledge of \(R_{\eta\eta}(\tau)\) is not sufficient for the exact evaluation of the output expectation of Eq. (53), which opens the way to the complete characterization of the SNR in stochastic resonance. However, the knowledge of \(R_{\eta\eta}(\tau)\) will suffice in a special case, which is often met in practice, when \(\eta(t)\) is a Gaussian noise, since in this case \(f_\eta(u_1,u_2;\tau)\) is completely defined once \(R_{\eta\eta}(\tau)\) is given [35].

To circumvent this difficulty originating in the usually limited knowledge of the second-order statistics of the colored input noise, we shall now propose an approximation that renders possible an evaluation of the output SNR based only on the knowledge of the input autocorrelation function \(R_{\eta\eta}(\tau)\). We introduce the autocovariance function of the input noise \(\eta(t)\) as \(C_{\eta\eta}(\tau)=R_{\eta\eta}(\tau)-R_{\eta\eta}(\tau=\infty)=R_{\eta\eta}(\tau)-\mathcal{E}^2(\eta)\). For a colored noise \(\eta(t)\), the autocovariance \(C_{\eta\eta}(\tau)\) is a symmetric pulse concentrated around the origin, which goes to zero when \(|\tau|\to\infty\). The extension of this pulse around \(\tau=0\) can be measured with a correlation time \(\tau_c\), which estimates the duration over which \(\eta(t)\) keeps significant correlation. A key point then is that we are in the presence of a static nonlinearity \(g(u)\), whose output \(y(t)\) is only influenced by the instantaneous value of \(s(t)+\eta(t)\). It is then natural to admit that the autocovariance function \(C_{\eta\eta}(\tau)\) of the output signal \(y(t)\) as defined by Eq. (6), will also be a pulse extending around the origin over a duration of order \(\tau_c\). Equation (11) shows that both the magnitude of the autocovariance \(C_{\eta\eta}(0)=\mathcal{E}[\eta^2]\) and its normalized shape \(h(\tau)=C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\) via \(H(u)\) influence the output SNR. The magnitude \(C_{\eta\eta}(0)=\mathcal{E}[\eta^2]\) is a first-order statistical quantity that can be computed, with a static \(g(u)\), only with the knowledge of first-order statistics of the input noise \(\eta(t)\), through Eq. (23). After normalization by the factor \(C_{\eta\eta}(0)\), which is exactly computable with first-order statistics, the normalized output autocovariance \(h(\tau)=C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\) remains to display a pulselike shape of duration \(\sim\tau_c\) just like the normalized input autocovariance \(C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\). The form of \(h(\tau)\) can be taken as a distorted version of \(C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\). Only in a few simple situations can \(h(\tau)\) be explicitly deduced from \(C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\). This is the case, for instance, with a Gaussian \(\eta(t)\), no periodic modulation \(s(t)\), and a sigmoid function for \(g(u)\), with Price’s theorem and the arcsine law [35]. An explicit expression for \(h(\tau)\) is much more difficult to obtain in the presence of the periodic modulation \(s(t)\); when the Gaussian assumption breaks down, as mentioned, \(C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\) or \(R_{\eta\eta}(\tau)\) are insufficient for an exact expression of \(h(\tau)\). Based on the properties that we have explained, for \(h(\tau)\) in the presence of a static nonlinearity, we propose to use the simple approximation

\[
\begin{align*}
R_{\eta\eta}(\tau) &\approx C_{\eta\eta}(\tau)/C_{\eta\eta}(0). 
\end{align*}
\]

In this approximation scheme, in the evaluation of the output autocovariance \(C_{\eta\eta}(\tau)\), which controls the denominator of the output SNR of Eq. (11), only the exact magnitude of \(C_{\eta\eta}(\tau)\) measured by \(C_{\eta\eta}(0)=\mathcal{E}[\eta^2]\) is exactly monitored. The normalized shape \(h(\tau)\) of \(C_{\eta\eta}(\tau)\) is simply approximated, through Eq. (54), which amounts to neglecting the distortion introduced in the normalized autocovariance by the static nonlinearity \(g(u)\). If the SNR of Eq. (11) is expressed in decibels in the form

\[
R_{\eta\eta}(n/T_s) = 10 \log_{10} \left( \frac{|\mathcal{Y}_n|^2}{\mathcal{E}[\eta^2]} \right) - 10 \log_{10} [H(n/T_s)\Delta B],
\]

then the first term on the right-hand side is exactly computable with first-order statistics on the input noise through Eq. (23), while the second term will only be approximated from Eq. (54).

A further plausible expectation reinforcing the usefulness of the present approximation appears when we come to the examination of the variation of the output SNR with the input noise power. The normalized output autocovariance \(h(\tau)\), whether or not it is well approximated by Eq. (54), may be expected to display relatively little variation with the input noise power, with a static nonlinearity and after the normalization, in comparison to the variations of \(\mathcal{E}[\eta^2]\) in Eq. (55) that alone are responsible for the resonance with white noise. The normalized autocovariance \(C_{\eta\eta}(\tau)/C_{\eta\eta}(0)\) at the input does not change with the input noise power, and we simply admit that this is also true, approximately, for \(h(\tau)\) at the output. In this way, the approximation of Eq. (54) may possibly lead to a loose approximation of the SNR in Eq. (55), but this approximation may be expected to be satisfactory within an additive constant, and for this reason appropriate to yield a representation of the variations of the SNR with the input noise power and especially to estimate the noise level that produces the maximum SNR.

The validity of the present approximation scheme has been tested with a very common correlation structure for the colored noise \(\eta(t)\), namely, when \(\eta(t)\) is Gaussian and exponentially correlated with the autocorrelation function

\[
R_{\eta\eta}(\tau) = \frac{D}{\tau_c} \exp \left( -\frac{\tau}{\tau_c} \right),
\]

and the power spectral density \(P_{yy}(v)=2D/[1+(2\pi\tau_c v)^2]\). The theoretical SNR of Eq. (55) has been computed with the approximation resulting from Eq. (54) for \(H(v)=f[h(\tau)]\). This theoretical SNR is compared in Fig. 17 with the experimental SNR resulting from a numerical simulation of the nonlinear system.
Ⅴ. EXTENSION OF THE DOMAIN OF APPLICABILITY

The present theory, which allows the characterization of a stochastic resonance effect, applies to static nonlinear systems of the form of Eq. (16). However, the domain of applicability of this theory can readily be extended to dynamic nonlinear systems that can be decomposed into a static nonlinearity of the form (16) followed by an arbitrary linear dynamic system. Indeed, a linear dynamic system on the output of a static nonlinearity (16) only multiplies the output power spectral density \( P_y(n) \) by a fixed function of the frequency \( \nu \), the squared modulus of the transfer function of the linear dynamic system [35]. As a result, the SNR as defined in the present study will be no different if evaluated at the output of the linear system, since the spectral line and the noise background at a given frequency are multiplied by the same constant. The input-output phase shift, at a given frequency, will simply be changed by the constant phase shift added by the linear system at this frequency. In this way, for any nonlinear dynamic system formed by a static nonlinearity followed by a linear dynamic system, the property of stochastic resonance can be characterized by the sole examination of the transfer by the static nonlinearity and the performance of the resonance in the transfer by the whole system is equivalent to that in the transfer by the sole static nonlinearity.

This extension of the domain of applicability of the present theory allows one to annex to its realm nonlinear systems that would have been categorized in the class of excitable systems as discussed in Sec. I rather than static nonlinear systems. Consider, for instance, a periodic input plus noise compared to a threshold to generate a stereotypical output pulse each time the threshold is crossed: a positive pulse for an upward crossing and a negative pulse for a downward crossing. This excitable system can be reproduced with a Heaviside static nonlinearity with the same threshold and receiving the periodic input plus noise. A derivation is then performed on its output to yield a train of Dirac \( \delta \) pulses at the locations of the threshold crossings. This train is then convolved with a kernel representing the stereotypical pulse. Since both the derivation and convolution are linear operations, the stochastic resonance will occur in the same conditions at the output of the whole excitable system and at the output of the Heaviside nonlinearity. In particular, the resonance will be unaffected by the shape of the stereotypical pulse.

Ⅵ. CONCLUSION

A theory has been developed that is able to describe the property of noise-enhanced signal transmission through stochastic resonance in a broad class of nonlinear systems. This theory applies to any nonlinear dynamic system that can be
decomposed into a static nonlinearity followed by an arbitrary linear dynamic system. The possibility of such a general theory certainly relates to the separation between the nonlinear and the dynamic characters of the systems: the nonlinear part is static and the dynamic part is linear. This contrasts the present theory with other approaches to stochastic resonance (see Sec. I) that deal with systems where the nonlinear and dynamic characters are tightly mixed. The static character of the present nonlinearities allows a direct statistical analysis, in which all the quantities relevant to characterize stochastic resonance in the output signal can be obtained from statistics computed directly on the input noise.

The theory shows that, with static nonlinearities, stochastic resonance can be characterized, exactly with white noise experimentally implementable, constitutes a unique framework for further investigations of stochastic resonance and its applications.
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