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Abstract—Max Plus Linear (MPL) systems are often described by a transition function, which models the state evolution of the system, and a measurement function, which binds the measures with the system states. Methods for computing the inverse image of a point w.r.t. the measurement function are particularly interesting in applications where it is desirable to obtain information about the system states based on the output observations. The inverse image of a set w.r.t. a nondeterministic MPL system, called uncertain MPL (uMPL) system, can be computed by using the Difference-Bound Matrices (DBM) approach. In this work we aim to use an interval analysis to propose a method to compute the inverse image of a point w.r.t. an uMPL system. The algorithm proposed has a lower worst-case complexity compared with the DBM approach as previously proposed in the literature.
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I. INTRODUCTION

Discrete Event Dynamic Systems (DEDS) are discrete-state systems whose dynamics are entirely driven by the occurrence of asynchronous events over discrete time instants [1, Sec. 1.3.2]. DEDS subjected only to synchronization and time delay phenomena can be described in terms of linear equations using the Max Plus Algebra. The Max Plus Algebra is an idempotent semiring, an algebraic structure also called dioid [2], in which the operations of sum (⊕) and product (⊗) are defined as the maximization and addition, respectively. Synchronization phenomena are modeled thanks to maximization: the start of a task waits for the completion of the preceding tasks, while the delay phenomena are modeled thanks to the classical sum: the completion time of a task is equal to the starting time plus the task duration. The Max Plus Linear (MPL) equations are used to model manufacturing systems, telecommunication networks, railway networks, and parallel computing [2], [3]. The linearity property has advantaged the emergence of a specific theory for the performance analysis [4] and the control of these systems, e.g., optimal open loop control [5], [6] and optimal state-feedback control. Among closed-loop strategies we can cite the model matching problem [7] and the control strategies allowing the state to stay in a specific state subspace or semimodule [8], [9], [10], [11], [12].

In order to control and analyze a dynamic system, the knowledge of the system states is required. For this reason, the development of methods for observing and estimating the system states are of great interest. In [13] a dynamic observer for MPL systems is proposed and in [14] a Luenberger inspired observer [15] is developed. In both cases, uncertainties w.r.t. the model parameters are considered, however, the probabilistic aspects are not taken into account. Though, these probabilistic aspects are of great interest in the filtering problems where the model parameters are influenced by random processes. The filtering problem consists in estimating the state of a stochastic system. The Stochastic Max Plus Linear (SMPL) systems are defined as MPL systems where the matrices entries are characterized by random variables [16], [17], [18], [19], [20]. In this work, although the probabilistic aspects of the uncertainties are not considered, we are interested in systems where the uncertain parameters can vary over a known interval. Formally, we define the uncertain Max Plus Linear (uMPL) systems as nondeterministic MPL systems where, at each event step, the entries of the system matrices can take an arbitrary value within a real interval. In [21], [22], [23] the filtering problem for uMPL systems is addressed by considering the Sequential Monte-Carlo (SMC) method, also known as Particle Filters.

The design of filters can take advantage of the conditional reachability analysis. The reachability analysis aims to compute the set of all states that can be reached from a set of initial conditions. In [24] reachability analysis of timed automata is tackled by considering max-plus polyhedra. An important drawback in this approach is that the analysis of timed automata often requires to express strict constraints while max-plus polyhedra are by definition topologically closed. A generalization of max-plus polyhedra is introduced in [26], where the authors define a semiring of germs which allows to handle a class of non-necessarily closed max-plus polyhedra. In [27], the reachability analysis of MPL systems is tackled by considering the Difference-Bound Matrices (DBM). In [28] the approach is extended to uMPL systems and the results are used to solve the conditional reachability problem, which is defined as the computation of the set of all states that may be reached from a set of initial states, in a given number of event steps, conditioned to a sequence of measures. The solution of this problem involves the computation of the image of sets and the inverse image of points. The both can be done by using the

1For a more exhaustive presentation on max-plus polyhedra, see [25]
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DBM approach. However, as it will be shown in this paper, the inverse image of a point can be computed by considering a more efficient approach from a computational point of view. Indeed, we propose an alternative procedure, based on interval analysis, to compute the inverse image of a point w.r.t. an uMPL system. It will be shown that the inverse image of a point can be represented by a collection of hyperrectangles. A hyperrectangle can be completely characterized by an interval matrix. Although the DBM can represent a more general class of sets, including hyperrectangle, the interval matrix yields a simpler and less expensive representation for the inverse image of a point. For this reason, the proposed procedure has worst-case complexity lower than the DBM approach. Therefore, the procedure presented in this work can be used to solve the conditional reachability problem, and more precisely, to reduce the computational effort to get the inverse image of the measures, which is a key point of this problem. It must be noted that, the DBM approach will still be required to compute the direct image of the sets.

Both DBM and Hyperrectangles approaches have exponential complexity, which limits the dimension of the addressable problem. On the other hand, the complexity of the algorithms involving max-plus polyhedra are in general polynomial. In this sense, approaches based on max-plus polyhedra seems to be a promising way to reduce the complexity of reachability computations for MPL systems. However, to the best of the authors’ knowledge, there are no approaches based on max-plus polyhedra for solving the forward and the backward reachability problem for general MPL systems and such methods remain to be designed.

Computing the inverse image of a point w.r.t an uMPL equation consists in computing the solutions of MPL equations where the coefficients belong to intervals, see e.g. [29]. In [30], necessary and sufficient conditions for weakly and strongly solvability of interval systems of max-separable linear equations are provided. In [31] the tolerance solvable, the weakly tolerance solvable and the strongly tolerance solvable systems are introduced. The present work provides a method to compute the complete set of solutions of uMPL equations, a special class of interval systems of max-separable linear equations.

The technique discussed in this work is implemented in MATLAB and the codes are freely available for download at [32].

The paper is organized as follows: Section II recalls the algebraic tools used in the next sections. Section III presents the main contribution: an approach to compute the inverse image of a point w.r.t. an uMPL system based on the interval analysis. Section IV yields an application of the results in a filtering problem of an uMPL system. Finally, Section V concludes the work.

II. PRELIMINARIES

A. INTERVAL ANALYSIS

Interval arithmetic is presented in [33] and extended to Max Plus Algebra in [34], [35], [6], [36]. An interval can be defined by a pair of entries of the type (a, ∞) as follows:

\[ [x] = [(\underline{x}, \overline{x}), (\underline{y}, \overline{y})] = \{ x \in \mathbb{R} : \underline{x} \leq x \leq \overline{x}, \underline{y} \leq y \leq \overline{y} \} \]

where \( \underline{x} \in \mathbb{R} \cup \{-\infty\} \) and \( \overline{x} \in \mathbb{R} \cup \{+\infty\} \) are, respectively, the lower and upper bounds of the interval. The signs \( \underline{x} \in \{\geq, >\} \) and \( \overline{x} \in \{<, \leq\} \) define whether the interval is closed (if \( \underline{x} = \geq \) and \( \overline{x} = \leq \)), open (if \( \underline{x} = > \) and \( \overline{x} = < \)) or half-closed/half-open (otherwise).

In order to define the intersection of two intervals, a partial order must be defined. Consider two typical interval entries \((a, \infty)\) and \((a', \infty')\). The pairs \((a, \infty)\) and \((a', \infty')\) are ordered if \( a, a' \in \{\geq, >\} \) or if \( a, a' \in \{<, \leq\} \). In this case, \((a, \infty) \leq (a', \infty')\) if \( a < a' \) or if \( a = a' \) and \( a \leq a' \). On the other hand, the pairs \((a, \infty)\) and \((a', \infty')\) are not comparable if \( a, a' \in \{\geq, >\} \) and \( a' < a \) and \( a \leq a' \).

Given this partial order, the intersection of \([x] = [(\underline{x}, \overline{x}), (\underline{y}, \overline{y})]\) and \([y] = [(\underline{y}, \overline{y}), (\underline{z}, \overline{z})]\) can be defined as:

\[ [x] \cap [y] = \{ \max([\underline{x}, \underline{y}], [\underline{y}, \underline{z}]), \min([\overline{x}, \overline{y}], [\overline{y}, \overline{z}]) \} \]

Remark 1: An interval \([x]\) is empty if \( \underline{x} > \overline{x} \); or if \( \underline{x} = \overline{x} \) and \( \underline{x} = > \) or if \( \underline{x} = \overline{x} \) and \( \underline{x} = < \). For instance, the following intervals are empty: \([5, \infty), (3, \leq)\], \([5, >)\), \((5, \leq)\), \((5, >)\), \((5, <)\).

In general, the union of intervals cannot be represented as a single interval, but by collection of intervals. However, if the intervals have nonempty intersection, the union is an interval defined by:

\[ [x] \cup [y] = \{ \min([\underline{x}, \underline{y}], [\underline{y}, \underline{z}]), \max([\overline{x}, \overline{y}], [\overline{y}, \overline{z}]) \} \]

Example 1: Consider the intervals:

\[ [x] = [(0, >), (5, <)] = \{ x \in \mathbb{R} : 0 < x < 5 \} \]
\[ [y] = [(3, >), (6, \leq)] = \{ x \in \mathbb{R} : 3 < x \leq 6 \} \]
\[ [z] = [(7, \geq), (10, \leq)] = \{ x \in \mathbb{R} : 7 \leq x \leq 10 \} \]

According to (2) and (3):

\[ [x] \cap [y] = \{ (3, >), (5, <) \} = \{ x \in \mathbb{R} : 3 < x < 5 \} \]
\[ [x] \cup [y] = \{ (0, >), (6, \leq) \} = \{ x \in \mathbb{R} : 0 < x \leq 6 \} \]

Note that \( [x] \cap [z] = \emptyset = [y] \cap [z] \). In this case, equation (3) cannot be used to compute neither \([x] \cup [z]\) nor \([y] \cup [z]\). Indeed, \([x] \cup [z] = \{ x \in \mathbb{R} : 0 < x < 5 \} \cup \{ x \in \mathbb{R} : 7 \leq x \leq 10 \}\), which cannot be represented by a single interval. The same holds for \([y] \cup [z]\).

An interval matrix is herein defined as a matrix whose entries are intervals, they will be noted by a bold capital letter in brackets. The intersection of two interval matrices \([A_1], \ldots, [A_M]\) of dimension \(n \times p\), the intersection \([A_1] \cap \cdots \cap [A_M]\) is defined by:

\[ \left( \bigcap_{r=1}^{M} [A_r] \right)_{ij} = \bigcap_{r=1}^{M} [a_{r,ij}] \]

2The symbols \(<, \leq, \geq\) and \(>\) are assumed to be partially ordered with \(<\) strictly less than \(\leq\) and \(\geq\) strictly less than \(>\).
where \([a_{r,i}]\) is the entry in the \(i\)-th row and \(j\)-column of matrix \([A_r]\). It should be remarked that, in general, the union of interval matrices in \(\mathbb{R}^{n \times p}\) cannot be represented by a single interval matrix but only by a collection of interval matrices.

A hyperrectangle in \(\mathbb{R}^n\), defined as the set \([x \in \mathbb{R}^n : x_1 \leq x_1 \leq x_1, \ldots, x_n \leq x_n \leq x_n]\), can be represented by an \(n \times 1\) interval matrix:

\[
[x] = \begin{pmatrix} ([x_1, x_1], (x_1, x_1)) \\
\vdots \\
([x_n, x_n], (x_n, x_n)) \end{pmatrix}.
\] (5)

**Remark 2:** Any vector \(x \in \mathbb{R}^n\) can be represented by a matrix of degenerate intervals, in which \(x_i = x_i = x_i\) and \(\mathbb{R}^i \geq \mathbb{R}^i, \mathbb{R}^i \leq \mathbb{R}^i\).

### B. Max Plus Linear Systems

A set \(S\), endowed with two internal operations: \(\text{sum} (\oplus)\) and \(\text{product} (\otimes)\) is a **dioid** or idempotent semiring if the sum is associative, commutative and idempotent (i.e., \(a \oplus a = a\)) and the product is associative and left and right distributive \(^3\) w.r.t. the sum. The null (or zero) element, denoted by \(e\), is such that \(\forall a \in S, a \oplus e = e\) and the identity element, denoted by \(e\), is such that \(\forall a \in S, a \otimes e = e \otimes a = a\). Besides, the zero element is absorbing for the \(\otimes\) operation (i.e., \(\forall a \in S, a \otimes e = e \otimes a = e\)) \([2, \text{Def. 4.1}]\). In this algebraic structure, a partial order relation is defined by:

\[
a \succeq b \iff a = a + b.
\] (6)

Given these conditions, it appears that the set \(\mathbb{R}_{\max} = \mathbb{R} \cup \{(-\infty)\} \cup \{\infty\}\) and the operations: \(a \oplus a = \max\{\alpha, \beta\}\) and \(a \otimes a = \alpha + \beta\), with \(e = -\infty\), \(e = 0\), and with the convention that \(\infty \otimes \infty = \infty\), is a dioid \([2, \text{Def. 3.4}]\). Moreover, it can be stated that this is a complete dioid since it is closed for infinite sums and the left and right distributivity of the product extend to infinite sums. This structure is called the completed Max Plus semiring.

For complete dioids, the order relation (6) can be written as:

\[
a \succeq b \iff a = a \oplus b.
\]

If \(A, B \in \mathbb{R}_{\max}^{n \times p}\) and \(C \in \mathbb{R}_{\max}^{m \times q}\), then:

\[
[A \oplus B]_{ij} = a_{ij} \oplus b_{ij}, \quad [A \otimes C]_{ij} = \bigoplus_{k=1}^{p} a_{ik} \otimes c_{kj},
\]

\[
[A \land B]_{ij} = a_{ij} \land b_{ij}.
\] (7)

Moreover, the Max Plus operations can be extended to matrices as follows. Consider two ordered interval entries \((a, \infty)\) and \((a', \infty')\), then:

\[
(a, \infty) \oplus (a', \infty') = \begin{cases} (a, \infty) & \text{if } (a, \infty) \geq (a', \infty'), \\ (a', \infty') & \text{otherwise}. \end{cases}
\] (8)

\[
(a, \infty) \otimes (a', \infty') = \begin{cases} (a \land a', \min(\infty, \infty')) & \text{if } \infty, \infty' \in \{<, \leq\}, \\ (a \land a', \max(\infty, \infty')) & \text{if } \infty, \infty' \in \{\geq, >\}. \end{cases}
\] (9)

\(^3\)The product is not necessarily commutative.

Hence:

\[
[x] \oplus [y] = (x, y) \oplus (y, y), \quad (x, y) \oplus (y, y) = (x, y) \oplus (y, y)
\] (10)

\[
[x] \otimes [y] = (x, y) \otimes (y, y), \quad (x, y) \otimes (y, y) = (x, y) \otimes (y, y)
\] (11)

Recalling Remark 2, given a point \(d \in \mathbb{R}\), we have that:

\[
[x] \oplus d = (x, y) \oplus (d, \geq), \quad (x, y) \oplus (d, \leq),
\]

\[
[x] \otimes d = (x, y) \otimes (d, \geq), \quad (x, y) \otimes (d, \leq).
\] (12)

(13)

The \(\oplus\) and \(\otimes\) are extended to interval matrices as follows: If \([A], [B]\) and \([C]\) are, respectively, \(n \times p, n \times p\) and \(p \times q\) interval matrices, then:

\[
([A] \oplus [B])_{ij} = [a_{ij}] \oplus [b_{ij}], \quad ([A] \otimes [C])_{ij} = \bigoplus_{k=1}^{p} ([a_{ik}] \otimes [c_{kj}]).
\] (14)

In the following, the MPL systems are introduced. The autonomous model of an MPL system is given by:

\[
x(k) = A \otimes x(k - 1),
\] (15)

where the entries of matrix \(A \in \mathbb{R}_{\max}^{n \times m}\) are the parameters of the model. The variable \(k \in \mathbb{N}\) is an event-number and the state vector \(x \in \mathbb{R}_{\max}^{n \times m}\) is a **dater**, i.e., \(x(k)\) contains the \(k\)-th date of occurrence of each event of the system.

The nonautonomous model of an MPL system is defined as:

\[
x(k) = A \otimes x(k - 1) \oplus B \otimes u(k),
\] (16)

where \(u\) is an external input vector and \(B \in \mathbb{R}_{\max}^{n \times m}\).

Any nonautonomous MPL system can be transformed into an augmented autonomous MPL model by considering \(M = (A, B) \in \mathbb{R}_{\max}^{n \times (n + m)}\) and \(y(k - 1) = (x(k - 1)^{T} u(k)^{T})^{T}\) \([2, \text{Sec. 2.5.4}]\).

\[
x(k) = M \otimes y(k - 1).
\] (17)

To model uncertain systems, the entries of matrix \(A\) are assumed to be nondeterministic. This is consistent with the assumption that the entries of \(A\) are associated to the system delays, that are subject to variations due to disturbances. Formally, it is assumed that at each event step \(k\) the system matrix entries can take an arbitrary value within a real interval. The autonomous model of an uncertain MPL (uMPL) system is given by:

\[
x(k) = A(k) \otimes x(k - 1), \quad A(k) \in [A], \quad A(k) \in \mathbb{R}_{\max}^{n \times n},
\] (18)

where, at each event step \(k\), the entries of \(A(k)\) can take an arbitrary value in closed real intervals. Hence, \(a_{ij}(k) \in \{a_{ij}(\geq), (a_{ij}(\leq)\}\) the system is assumed to be such that \(x(k) \succeq x(k - 1)\) and it works according to FIFO (first in, first out) rule. Hence, matrix \(A(k)\) is assumed to be such that \(a_{ij}(k) \geq e\), i.e., \(A(k) \geq I_{n}\), the identity matrix in \(\mathbb{R}_{\max}^{n \times n}\).

**Notation 1:** Recall that the entries of an uMPL system matrix are assumed to be in closed real intervals, i.e., the entries of \([A]\) are of the type \([a_{ij}] = \{[a_{ij}(\geq), (a_{ij}(\leq)\}\), where \(a_{ij}, a_{ij} \in \mathbb{R}_{\max}\). The signs \(\geq\) and \(\leq\) can be omitted and these entries can be represented as simply \([a_{ij}] = [a_{ij}, a_{ij}]\). This simplified representation of closed intervals will be considered to express interval matrices that represent uMPL systems.
Hyperrectangles will still be represented by considering the notation presented in section II-A.

**Notation 2:** Given an interval matrix $[A]$ representing an uMPL system, we denote by $\hat{A}$ and $\bar{A}$ the matrices of lower and upper bounds of $[A]$, respectively. Hence, $\hat{A}$ has entries $\hat{a}_{ij}$ and $\bar{A}$ has entries $\bar{a}_{ij}$.

**Example 2:** Consider the following uMPL system: $x(k) = A(k) \otimes x(k - 1), \ A(k) \in [A]$, where

$$[A] = \begin{bmatrix} (1, \geq) & (3, \leq) \\ (2, \geq) & (4, \leq) \end{bmatrix}.$$

By considering Notations 1 and 2, the interval matrix $A(k)$ of lower and upper bounds can be represented, respectively, as:

$$[A] = \begin{bmatrix} [1, 3] \\ [2, 4] \end{bmatrix}, \quad A = \begin{bmatrix} 1 & 2 \\ 2 & 3 \end{bmatrix}, \quad \bar{A} = \begin{bmatrix} 3 & 2 \\ 4 & 6 \end{bmatrix}.$$

Similarly to MPL systems, any nonautonomous uMPL system can be transformed into an augmented autonomous uMPL model, see (17).

**C. Residuation**

Residuation theory [2] deals with solution of equation $f(x) \leq y$ in semiring. In particular, in $\mathbb{R}_{\max}$, the way to compute the greatest solution of $A \otimes x \leq B$, with $A \in \mathbb{R}_{\max}^{n \times p}, X \in \mathbb{R}_{\max}^{p \times m}$ and $B \in \mathbb{R}_{\max}^{n \times m}$, in this way, the greatest solution of inequality $X \otimes C \leq B$, with $X \in \mathbb{R}_{\max}^{n \times p}, C \in \mathbb{R}_{\max}^{p \times m}$ and $B \in \mathbb{R}_{\max}^{n \times m}$, is denoted $\bar{X} = B \otimes C$ and is computed by

$$\hat{x}_{ij} = \bigoplus_{k=1}^{n} (a_{kj} \otimes b_{kj}).$$

From these definitions it is useful to remark that the system $A \otimes x \leq b$, with $A \in \mathbb{R}_{\max}^{n \times p}, x \in \mathbb{R}_{\max}^{n \times 1}$ and $b \in \mathbb{R}_{\max}^{n \times 1}$ yields the greatest $\hat{x} = A \otimes b$ with

$$\hat{x} = \bigoplus_{k=1}^{n} (a_{kj} \otimes b_{kj}) = \bigoplus_{k=1}^{n} (b_{kj} - a_{kj}).$$

The greatest $A$ is given by $\bar{A} = b \otimes x$ with

$$\bar{a}_{ij} = b_{ij} \otimes x_{ij} = b_{ij} - x_{ij}.$$  

Hence, $\bar{A}$ achieves equality, i.e., $\bar{A} \otimes x = b$. Furthermore, it should be remarked that the greatest solution of the system $A \otimes x \leq b$, with $A \in \mathbb{R}_{\max}^{n \times p}, x \in \mathbb{R}_{\max}^{n \times 1}$ and $b \in \mathbb{R}_{\max}^{n \times 1}$ is given by $\bar{x} = A \otimes b$ with

$$\bar{x}_{ij} = a_{ij} \otimes b = b - a_{ij}.$$  

Hence,

$$A \otimes x = \bigoplus_{j=1}^{p} a_{ij} \otimes x_{ij} = \bigoplus_{j=1}^{p} a_{ij} \otimes (b - a_{ij}) = b.$$  

i.e., $\bar{x}$ is the greatest vector ensuring $A \otimes x = b$.

**III. IMAGE AND INVERSE IMAGE OF A POINT**

This section presents an approach to compute the image and the inverse image of a point w.r.t. the uMPL equation described by:

$$z = A \otimes x, \ A \in [A], \ A \in \mathbb{R}_{\max}^{n \times p},$$

where each entry of $A$ can take an arbitrary value in the interval defined by the corresponding entry of $[A]$.

**Remark 3:** Equation (25) can be used to represent general uMPL systems, including autonomous and nonautonomous uMPL systems. For instance, in order to represent an autonomous uMPL system, consider $p = n, z \equiv x(k), x \equiv x(k - 1)$ and $A \equiv A(k)$, see equation (18).

**A. The Image of a Point**

Let equation (25) be an uMPL system. If the point $x$ is given, then $z \in [z]$ where:

$$[z] = [A] \otimes x.$$  

From (26), (13) and (14), it can be demonstrated that $z_i$ is in the interval defined by:

$$[z_i] = \bigoplus_{j=1}^{p} (a_{ij} \otimes x_j, \geq) \cup \bigoplus_{j=1}^{p} (a_{ij} \otimes x_j, \leq).$$

Therefore, the image of a point $x$ w.r.t. the uMPL system is the hyperrectangle given by

$$I_{[A]}(x) = \bigcup_{i=1}^{n} \left\{ z \in \mathbb{R}^{n} : \bigoplus_{i=1}^{p} a_{ij} \otimes x_j \leq z_i \leq \bigoplus_{i=1}^{p} a_{ij} \otimes x_j \right\},$$

or equivalently,

$$I_{[A]}(x) = \left\{ z \in \mathbb{R}^{n} : A \otimes x \leq z \leq \bar{A} \otimes x \right\}.$$  

Thus, the image of a given point can be promptly computed by using (26) or (27).

**Example 3:** Consider the uMPL system of Example 2. From (27), given $x(0) = (1 \ 1)^T$, we have that

$$[x](1) = [A] \otimes x(0) = \left\{ (3, \geq), (4, \leq) \right\}.$$  

Therefore, $I_{[A]}(x(0)) = \left\{ x \in \mathbb{R}^{2} : 3 \leq x_1 \leq 4, 4 \leq x_2 \leq 7 \right\}$.

**B. The Inverse Image of a Point**

The computation of the inverse image of a given point depicted by vector $z$ w.r.t. an uMPL system is now addressed, this task is not as straightforward as the direct image computation. Let equation (25) be an uMPL system, then the inverse image of $z$ is defined as:

$$I_{[A]}^{-1}(z) = \{ x \in \mathbb{R}^{p} : \exists A \in [A] : A \otimes x = z \}. $$

**Lemma 1:** Given $x$ and $z$, if $A \otimes x \leq z \leq \bar{A} \otimes x$ then, there exists $A \in [A]$ (i.e., $A \leq A \leq \bar{A}$) such that $A \otimes x = z$.

**Proof:** The greatest $A$ that satisfies $A \otimes x \leq z$ is given by $\hat{A} = z \otimes x$ (see (22)). Therefore, $A \otimes x \leq z \Rightarrow A \leq \hat{A}$. In
addition, since $\mathbf{A} \preceq \overline{\mathbf{A}}$, $\mathbf{A} \preceq \overline{\mathbf{A}} \wedge \overline{\mathbf{A}} \preceq \overline{\mathbf{A}}$. Now, let us consider

$z' = (\mathbf{A} \wedge \overline{\mathbf{A}}) \otimes x$, from (22), $\overline{\mathbf{a}}_{ij} = z_i - x_j$ and, from (7):

$$z'_k = \bigoplus_{k=1}^{m} \left\{ (z_i - x_k) \land \pi_{ik} \right\} \otimes x_k \bigoplus_{k=1}^{m} \left\{ \left[ z_i \land \left( \pi_{ik} \otimes x_k \right) \right] \right\}$$

$$= z_k \land \left[ \bigoplus_{k=1}^{m} \left( \pi_{ik} \otimes x_k \right) \right].$$

Hence, $z' = z \wedge \overline{\mathbf{A}} \otimes x$. By assumption, $z \preceq \overline{\mathbf{A}} \otimes x$, therefore, $z' = z$. Hence, if $\mathbf{A} \otimes x \preceq z \preceq \overline{\mathbf{A}} \otimes x$ the matrix $(\mathbf{A} \wedge \overline{\mathbf{A}}) \in [\mathbf{A}]$ is such that $(\mathbf{A} \wedge \overline{\mathbf{A}}) \otimes x = z$.

**Example 4:** Consider the matrix $[\mathbf{A}]$ of Example 2. Given $x(0) = (1 \ 1)^T$ and $x(1) = (3.3 \ 4.8)^T$, note that $\mathbf{A} \otimes x(0) \preceq x(1) \preceq \overline{\mathbf{A}} \otimes x(0)$. Then, form Lemma 1, there exists $\mathbf{A}(1) \in [\mathbf{A}]$ such that $\mathbf{A}(1) \otimes x(0) = x(1)$. Moreover, the greatest $\mathbf{A}(1) \in [\mathbf{A}]$ that satisfies this expression is given by

$$\mathbf{A} \wedge \overline{\mathbf{A}} = \begin{pmatrix} 2.3 & 2 \\ 3.8 & 3.8 \end{pmatrix},$$

where $\mathbf{A} = x(1) \neq x(0)$.

**Proposition 1:** A point $x$ is in the inverse image of $z$ w.r.t. an UMPL system if and only if $z$ is in the image of $x$ w.r.t. the UMPL system $\mathbf{A}$, i.e.,

$$x \in \mathcal{T}^{-1}_{[\mathbf{A}]} \{z\} \Leftrightarrow \mathbf{A} \otimes x \preceq z \preceq \overline{\mathbf{A}} \otimes x.$$  

**Proof:** From (30) if $x \in \mathcal{T}^{-1}_{[\mathbf{A}]} \{z\} \Rightarrow \mathbf{A} \otimes x \preceq z \preceq \overline{\mathbf{A}} \otimes x$, since $\mathbf{A} \in [\mathbf{A}]$. Lemma 1 yields that if $\mathbf{A} \otimes x \preceq z \preceq \overline{\mathbf{A}} \otimes x$ there is $\mathbf{A} \in [\mathbf{A}]$ such that $\mathbf{A} \otimes x = z$, i.e., $x \in \mathcal{T}^{-1}_{[\mathbf{A}]} \{z\}$. Hence, $\mathbf{A} \otimes x \preceq z \preceq \overline{\mathbf{A}} \otimes x \Rightarrow x \in \mathcal{T}^{-1}_{[\mathbf{A}]} \{z\}$. From Proposition 1, it appears that a point $x$ belongs to the inverse image of a point $z$ if and only if the following inequalities are true:

$$\mathbf{A} \otimes x \preceq z,$$  

$$\overline{\mathbf{A}} \otimes x \succeq z.$$  

Thus, the inverse image of a point $z$ can be represented by the intersection of two sets:

$$\mathcal{T}^{-1}_{[\mathbf{A}]} \{z\} = U \cap L$$  

where $U$ is the set of all $x$ that satisfies (31) and $L$ is the set of all $x$ that satisfies (32).

By using residuation, see (21), the set $U$ is given by:

$$U = \left\{ x \in \mathbb{R}^p : \mathbf{A} \otimes x \preceq z \right\} = \left\{ x \in \mathbb{R}^p : x \preceq \overline{\mathbf{A}} \otimes z \right\}.$$  

The set $L$ is given by:

$$L = \left\{ x \in \mathbb{R}^p : \overline{\mathbf{A}} \otimes x \succeq z \right\} = \bigcap_{i=1}^{n} \left\{ x \in \mathbb{R}^p : x \succeq \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\}.$$  

In order to obtain a representation of $L$ that can be represented by interval matrices, some mathematical manipulation are required. First, recall that, according to De Morgan’s Laws, the complement of the intersection of $n$ sets and the complement of the union of $n$ sets are, respectively, given by

$$(\bigcap_{j=1}^{n} A_j)^c = \bigcup_{j=1}^{n} A_j^c,$$  

$$(\bigcup_{j=1}^{n} A_j)^c = \bigcap_{j=1}^{n} A_j^c.$$  

An alternative equation to compute the complement of the intersection is given by:

$$\bigcap_{j=1}^{n} A_j = A_1^c \cup (A_1 \cap A_2^c) \cup \cdots \cup \left( \bigcap_{k=1}^{n-1} A_k \right) \cap A_n^c = n \left[ \left( \bigcap_{k=1}^{n-1} A_k \right) \cap A_n^c \right],$$  

where $\bigcap_{k=1}^{n} A_k = \mathbb{R}^p$.

Note that, from (36), the complement of the intersection of sets can be represented by a union of sets and, from (37), the complement of the intersection can be represented by a union of pairwise disjoint sets. As it will be demonstrated in this section, equation (37) plays an important role in the handling of set $L$ since it yields a representation defined by the union of pairwise disjoint sets, which reduces the computational effort to compute the inverse image of a point.

**Example 5:** Let us compute the complement of the set $\{ x \in \mathbb{R}^3 : x < (5, 2, 4)^T \}$. This set can be expressed as $\{ x \in \mathbb{R}^3 : x_1 < 5 \} \cap \{ x \in \mathbb{R}^3 : x_2 < 2 \} \cap \{ x \in \mathbb{R}^3 : x_3 < 4 \}$. According to (36):

$$\{ x \in \mathbb{R}^3 : x < (5, 2, 4)^T \}^c = \{ x \in \mathbb{R}^3 : x_1 \geq 5 \} \cup \{ x \in \mathbb{R}^3 : x_2 \geq 2 \} \cup \{ x \in \mathbb{R}^3 : x_3 \geq 4 \},$$

which is the union of non pairwise disjoint sets. And, according to (37): $\{ x \in \mathbb{R}^3 : x < (5, 2, 4)^T \}^c = \{ x \in \mathbb{R}^3 : x_1 \geq 5 \} \cup \{ x \in \mathbb{R}^3 : x_1 < 5 \} \cap \{ x \in \mathbb{R}^3 : x_2 < 2 \} \cap \{ x \in \mathbb{R}^3 : x_3 \geq 4 \}$, which is the union of pairwise disjoint sets.

From (36), the complement of $L$ is given by:

$$L^c = \left( \bigcap_{i=1}^{n} \left\{ x \in \mathbb{R}^p : x_i \preceq \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\}^c \right) = \bigcup_{i=1}^{n} \left\{ x \in \mathbb{R}^p : x_i \succeq \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\}.$$  

Since $z_i$ is scalar, $\left\{ x \in \mathbb{R}^p : z_i \preceq \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\}^c = \left\{ x \in \mathbb{R}^p : z_i \succeq \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\}$. Thus,

$$L^c = \bigcup_{i=1}^{n} \left\{ x \in \mathbb{R}^p : x_i \succeq \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\} = \bigcup_{i=1}^{n} \left\{ x \in \mathbb{R}^p : z_i = \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\} = \bigcup_{i=1}^{n} \left\{ x \in \mathbb{R}^p : z_i = \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j \right\}.$$  

**Lemma 2:** The set $L^c$ can be expressed by:

$$L^c = \bigcup_{i=1}^{n} \left\{ x \in \mathbb{R}^p : x < X_i(i) \right\},$$

where $X_i(i)$ is a vector with entries defined by $X_i(i) = z_i - \pi_{ij}$. 

According to (36),
\[ \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j < z_i \Leftrightarrow (\forall j, \ x_j < z_i - \pi_{ij} = x^{(i)}_j). \]
Therefore, \( \bigoplus_{j=1}^{p} \pi_{ij} \otimes x_j < z_i \Leftrightarrow x < x^{(i)}. \)

Each term of the union that represents \( L^c \) in (39) can be expressed as an intersection of sets as follows:
\[ \{x \in \mathbb{R}^p : x < x^{(i)} \} = \left( \bigcap_{j=1}^{p} \{x \in \mathbb{R}^p : x_j < x^{(i)}_j \} \right) \]
\[ = \bigcap_{j=1}^{p} \{x \in \mathbb{R}^p : x_j < x^{(i)}_j \}. \]

Therefore, equation (39) can be expressed as:
\[ L^c = \bigcup_{i=1}^{n} \left( \bigcap_{j=1}^{p} \{x \in \mathbb{R}^p : x_j < x^{(i)}_j \} \right). \]  
(40)

**Notation 3**: The sets \( U \) and \( L \) are defined by unions and intersections of subsets defined by inequalities. In the following, it will be used a short notation to represent this subsets, in which these inequalities appear in braces \( \{ \}. \) For instance, the set \( \{x \in \mathbb{R}^p : x_j < x^{(i)}_j \} \) is represented by \( \{ \cap \{x_j < x^{(i)}_j \} \}. \) Note that, this notation will be used when it is clear that \( x \in \mathbb{R}^p, \) since this information is omitted.

The set \( L \) can be obtained by computing the complement of \( L^c, \) i.e., \( L = (L^c)^c. \) Thus, the set \( L \) is given by (see (36)):
\[ L = \left[ \bigcup_{i=1}^{n} \left( \bigcap_{j=1}^{p} \left\{ x_j < x^{(i)}_j \right\} \right) \right]^c = \bigcap_{i=1}^{n} \left[ \left( \bigcap_{j=1}^{p} \left\{ x_j < x^{(i)}_j \right\} \right)^c \right]. \]  
(41)

According to (36),
\[ \left( \bigcap_{j=1}^{p} \left\{ x_j < x^{(i)}_j \right\} \right)^c = \bigcup_{j=1}^{p} \left\{ x_j < x^{(i)}_j \right\} = \bigcup_{j=1}^{p} \left\{ x_j > x^{(i)}_j \right\}. \]  
(42)

Thus,
\[ L = \bigcap_{i=1}^{n} \left( \bigcup_{j=1}^{p} \left\{ x_j > x^{(i)}_j \right\} \right) \]  
(43)

From (43) it can be shown that the set \( L \) can be represented by a union of \( N = p^n \) hyperrectangles. In order to reduce the computational effort, in the following it is shown that if we consider (37) instead of (36) to compute the complement of an intersection of sets, the set \( L \) can be represented by a set of \( N' \leq N \) pairwise disjoint hyperrectangles.

According to (37), equation (42) becomes:
\[ \left( \bigcap_{j=1}^{p} \left\{ x_j < x^{(i)}_j \right\} \right)^c = \bigcup_{j=1}^{p} \left[ \left( \bigcap_{k=1}^{j-1} \left\{ x_k < x^{(i)}_k \right\} \right) \cap \left\{ x_j > x^{(i)}_j \right\} \right] \]  
(44)

where \( x \in \mathbb{R}^p \) and \( \bigcap_{k=1}^{0} \left\{ x_k < x^{(i)}_k \right\} = \mathbb{R}^p. \)

From (41) and (44):
\[ L = \bigcap_{i=1}^{n} \left( \bigcup_{j=1}^{p} \left[ \left( \bigcap_{k=1}^{j-1} \left\{ x_k < x^{(i)}_k \right\} \right) \cap \left\{ x_j > x^{(i)}_j \right\} \right] \right) \]  
(45)

Defining:
\[ set^i_j = \left[ \bigcap_{k=1}^{j-1} \left\{ x_k < x^{(i)}_k \right\} \right] \cap \left\{ x_j > x^{(i)}_j \right\}, \]  
(46)

we have that:
\[ L = \bigcup_{i=1}^{n} \bigcup_{j=1}^{p} set^i_j. \]

Thus, equation (47) can be rewritten as:
\[ L = \bigcup_{g \in \mathbb{G}} \bigcap_{i=1}^{n} set^i_{g_i}. \]  
(49)

Now, let us define:
\[ SET^g = \bigcap_{i=1}^{n} set^i_{g_i}. \]  
(50)

**Lemma 3**: The sets \( SET^g \) for \( g \in \mathbb{G} \) are pairwise disjoint hyperrectangles.

Proof: Consider \( g \) and \( g' \in \mathbb{G} \) with \( g \neq g'. \) In this case, there is \( k \in \{1, \ldots, n\} \) such that \( g_k \neq g'_k. \) From (50),
\[ SET^g \cap SET^{g'} = \bigcap_{i=1}^{n} set^i_{g_i} \cap \bigcap_{i=1}^{n} set^i_{g'_i} = \bigcap_{i=1}^{n} \left( \bigcap_{k \neq k'} \left( set^i_{g_k} \cap set^i_{g'_k} \right) \right) \]  
(51)

Note that, according (37), the sets \( \{set^i_{g_k} \cap set^i_{g'_k} \}, \) with \( set^i \) defined by (46), are pairwise disjoint for a fixed \( i. \) Therefore, since \( g_k \neq g'_k, \) we have that \( set^i_{g_k} \cap set^i_{g'_k} = \emptyset \) and hence \( SET^g \cap SET^{g'} = \emptyset. \)

From (49) and (50), the set \( L \) can be expressed as:
\[ L = \bigcup_{g \in \mathbb{G}} SET^g \]  
(51)

**Remark 5**: In the worst-case scenario the set \( L, \) given by (51), can be represented by \( N' = p^n \) pairwise disjoint hyperrectangles. However, some \( SET^g \) may be empty. Hence, in general, the set \( L \) can be represented by \( N' \leq p^n \) pairwise disjoint hyperrectangles.

Then, from (33), we have that:
\[ I_{[A]}^{-1}(z) = U \cap \bigcup_{g \in \mathbb{G}} SET^g = \bigcup_{g \in \mathbb{G}} (SET^g \cap U), \]  
(52)
where \( U \) is defined by (34).
Example 6: Consider the autonomous uMPL system given by:
\[ \mathbf{x}(k) = A(k) \otimes \mathbf{x}(k-1), \]
where,
\[ A(k) \in \left[ \begin{array}{cc} [1, 4] & [2, 3] \\ [1, 2] & [0, 4] \end{array} \right]. \]

Given \( \mathbf{x}(1) = (5, 4)^T \), let us compute \( \mathcal{I}_{[A]}^{-1}\{\mathbf{x}(1)\} \). According to (34), the set \( U \) is given by:
\[ U = \{ \mathbf{x} \in \mathbb{R}^2 : \mathbf{x} \leq A_k \mathbf{x}(1) \}, \]
where,
\[ A_k \mathbf{x}(1) = \left( \begin{array}{cc} 1 & 2 \\ 1 & 0 \end{array} \right) \left( \begin{array}{c} 5 \\ 4 \end{array} \right) = \left( \begin{array}{c} 5 - 1 \wedge (4 - 1) \\ (5 - 2) \wedge (4 - 0) \end{array} \right) = \left( \begin{array}{c} 3 \\ 3 \end{array} \right). \]

Thus, \( U = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 \leq 3, \ x_2 \leq 3 \} \). In order to compute the sets \( \mathcal{S}^i_j \), \( i, j \in \{1, 2\} \), we must compute first \( \mathcal{X}^{(i)} \) for \( i \in \{1, 2\} \) (see (39)):

\[ \mathcal{X}^{(1)} = \left\{ x_1(1) - \pi_{11}, x_1(1) - \pi_{12} \right\} = \left( \begin{array}{c} (5 - 4) \\ (5 - 3) \end{array} \right) = \left( \begin{array}{c} 1 \\ 2 \end{array} \right), \]
\[ \mathcal{X}^{(2)} = \left\{ x_2(2) - \pi_{21}, x_2(2) - \pi_{22} \right\} = \left( \begin{array}{c} (4 - 2) \\ (4 - 4) \end{array} \right) = \left( \begin{array}{c} 2 \\ 0 \end{array} \right). \]

According to (46), the sets \( \mathcal{S}^i_j \), \( i, j \in \{1, 2\} \), are given by:

\[ \mathcal{S}^1_1 = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 \geq 1 \}, \quad \mathcal{S}^1_2 = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 < 1, \ x_2 \geq 2 \}, \]
\[ \mathcal{S}^2_1 = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 \geq 2 \}, \quad \mathcal{S}^2_2 = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 < 2, \ x_2 \geq 0 \}. \]

Now, for each \( g \in \{1, 2\}^2 = \{ (1, 1), (1, 2), (2, 1), (2, 2) \} \) we compute the sets \( \mathcal{E}^{(i)} \) as follows:

\[ \mathcal{E}^{(1,1)} = \mathcal{S}^1_1 \cap \mathcal{S}^1_2 = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 \geq 2 \}, \]
\[ \mathcal{E}^{(1,2)} = \mathcal{S}^1_1 \cap \mathcal{S}^2_2 = \{ \mathbf{x} \in \mathbb{R}^2 : 1 \leq x_1 < 2, \ x_2 \geq 2 \}, \]
\[ \mathcal{E}^{(2,1)} = \mathcal{S}^2_1 \cap \mathcal{S}^1_2 = \emptyset, \]
\[ \mathcal{E}^{(2,2)} = \mathcal{S}^2_2 \cap \mathcal{S}^2_2 = \{ \mathbf{x} \in \mathbb{R}^2 : x_1 < 1, \ x_2 \geq 2 \}. \]

Finally we compute \( \mathcal{I}_{[A]}^{-1}\{\mathbf{x}(1)\} = \bigcup_{g \in \{1, \ldots, p \}^n} (\mathcal{E} \cap U) \) (see (52)):

\[ \mathcal{I}_{[A]}^{-1}\{\mathbf{x}(1)\} = \bigcup_{g \in \{1, \ldots, p \}^n} \left( \bigcap_{i,j} \mathcal{E}^{(i,j)} \right) \cap U \]
\[ = \bigcup_{g \in \{1, \ldots, p \}^n} \left( \bigcap_{i,j} \mathcal{E}^{(i,j)} \right) \cap U. \]

The inverse image of \( \mathbf{x}(1) \) can be observed in Figure 1. Note that \( \mathcal{I}_{[A]}^{-1}\{\mathbf{x}(1)\} \) is a union of pairwise disjoint hyperrectangles.

Remark 6: The inverse image of a point \( \mathbf{z} \) w.r.t. an uMPL system may not exist, in this case, there is no \( \mathbf{x} \) such that \( \mathbf{z} \in \mathbf{A} \otimes \mathbf{x} \) and therefore (33) will return the empty set.

In the next section, it is presented an algorithm to compute the inverse image of a point based on the interval matrices.

C. An algorithm to compute \( \mathcal{I}_{[A]}^{-1}\{\mathbf{z}\} \)

First, note that (52) can be expressed as:
\[ \mathcal{I}_{[A]}^{-1}\{\mathbf{z}\} = \bigcup_{g \in \mathcal{G}} (\mathcal{E} \cap U) \]
\[ = \bigcup_{g \in \mathcal{G}} \bigcap_{i,j} (\mathcal{E}^{(i,j)} \cap U) \cap U, \] (53)
where \( \mathcal{E}^{(i,j)} \cap U = \bigcap_{i,j} (\mathcal{E}^{(i,j)} \cap U) \cap U. \) (54)

Fig. 1. Inverse image of \( \mathbf{x}(1) \).

Thus, the intersection \( \mathcal{S}^i_j \cap U \) can be represented by the following \( (p \times 1) \) interval matrix:
\[ \left[ \mathcal{S}^i_j \cap U \right] = \left[ \begin{array}{c} [(-\infty, \infty), \min \{ \mathcal{X}^{(i,j)} \cap U \}, \mathbf{X}_1 \cap \mathbf{U} \} \\ \vdots \\ [(-\infty, \infty), \min \{ \mathcal{X}^{(i,j)} \cap U \}, \mathbf{X}_p \cap \mathbf{U} \} \end{array} \right]. \] (55)

Remark 7: Note that, whenever \( \mathcal{X}^{(i,j)} > \mathbf{X}_j \), the intersection \( \mathcal{S}^i_j \cap U \) will represent an empty region (see section II-A). Unnecessary computations can be avoided by taking this fact into account.

After computing \( \left[ \mathcal{S}^i_j \cap U \right] \) for all \( i, j \), the sets \( \mathcal{E} \cap U \) can be computed by:
\[ \left[ \mathcal{E} \cap U \right] = \bigcap_{i=1}^{n} \left[ \mathcal{S}^i \cap U \right]. \] (56)

Thus, the inverse image of a point can be represented by
\[ \mathcal{I}_{[A]}^{-1}\{\mathbf{z}\} = \bigcup_{g \in \mathcal{G}} \left[ \mathcal{E} \cap U \right]. \] (57)
Thus the inverse image of a point w.r.t. an uMPL system can be completely represented by the union of pairwise disjoint hyperrectangles.

Algorithm 1 describes a general procedure for computing (58). The inputs of the algorithm are the point \( z \) and system interval matrix \( [A, \bar{A}] \), the output is the collection of hyperrectangles representing the inverse image of \( z \). The worst-case complexity of the Algorithm is computed as follows: the worst-case complexity of step 10 is \( O(p^n) \) and the complexity of steps 11 to 13 amounts to \( O(np) \). Therefore, the worst-case complexity of the algorithm is \( O(np^{n+1}) \).

Remark 8: It is recalled that the worst-case complexity to compute the inverse image of a point w.r.t. an uMPL system using the DBM approach is \( O(p^n(n + p)^3) \) [27], [28].

Algorithm 1 Computing the inverse image of a point w.r.t. an uMPL system.

input: \( z \) and \( [A, \bar{A}] = [A, \bar{A}] \in \mathbb{R}^{n \times p} \)
output: \( T_{[A, \bar{A}]}(z) \)

1: \( T_{[A, \bar{A}]}(z) \leftarrow \emptyset \)
2: \( X \leftarrow Xz \)
3: Compute \( U \) according to (54);
4: for each \( i \in \{1, \ldots, n\} \) do
5: Compute \( X(i) \) by \( X(i) = z_i - \pi_{ij} \)
6: for each \( j \in \{1, \ldots, p\} \) do
7: \( \text{set} j \in U(i, j) \leftarrow \{ \text{set} j \in U \) according to (56);
8: end for
9: end for
10: for each \( g \in G \) do
11: if \( \text{set}(i, j, g) \neq \emptyset \) for all \( i \in \{1, \ldots, n\} \) then
12: Compute \( \text{Set}^*g \) according to (57);
13: if \( \text{Set}^*g \neq U \) then
14: \( T_{[A, \bar{A}]}(z) \leftarrow T_{[A, \bar{A}]}(z) \cup \{ \text{Set}^*g \} \)
15: end if
16: end if
17: end for

IV. APPLICATION TO A FILTERING PROBLEM

This section deals with the solution of a filtering problem. The procedures for computing the image and the inverse image of a point, presented in this paper, are applied to compute and represent the support of the posterior probability density function (p.d.f) of the system states as a union of hyperrectangles. The obtained hyperrectangles are then efficiently used to solve the filtering problem.

Problem 1: Consider the uMPL system given by:

\[
\begin{align*}
\mathbf{x}(k) &= A(k) \otimes \mathbf{x}(k-1), \quad A(k) = \begin{bmatrix} 1 & 3 \\ 2 & 4 \end{bmatrix}, \\
\mathbf{z}(k) &= C(k) \otimes \mathbf{x}(k), \quad C(k) = \begin{bmatrix} 0.5 \\ 0 \end{bmatrix}.
\end{align*}
\] (59)

In addition, consider that the nondeterministic matrices entries are random variables uniformly distributed in the given intervals, e.g., the element \( a_{12} \) of \( A(k) \) is uniformly distributed between 0 and 4. Given \( \mathbf{x}(0) = (0, 0)^T \) and \( \mathbf{z}(1) = 3.8 \), we aim at computing an estimate for \( E[\mathbf{x}(1)|\mathbf{x}(0), \mathbf{z}(1)] \), the expected value of \( \mathbf{x}(1) \) given \( \mathbf{x}(0) \) and \( \mathbf{z}(1) \).

Theoretically, this problem could be solved by drawing a set of samples distributed according to the posterior p.d.f \( p(\mathbf{x}(1)|\mathbf{x}(0), \mathbf{z}(1)) \). However, in practice, it is a difficult task to draw samples directly from the posterior p.d.f. The Monte-Carlo method called Importance Sampling is a technique to approximate a target distribution \( p(\mathbf{x}) \) by using samples drawn from an importance distribution \( q(\mathbf{x}) \), similar to \( p(\mathbf{x}) \), by means of a process of weighting the samples [37]. According to the Importance Sampling it can be shown that an approximation for the posterior p.d.f \( p(\mathbf{x}(1)|\mathbf{x}(0), \mathbf{z}(1)) \) can be obtained by using a set of weighted particles, noted by \( \{x^{(r)}(1), \omega^{(r)}(1)\}_{r=1}^{N} \), drawn from an importance density \( q(\mathbf{x}(1)|\mathbf{x}(0), \mathbf{z}(1)) \) as follows:

\[
p(\mathbf{x}(1)|\mathbf{x}(0), \mathbf{z}(1)) \approx \sum_{i=1}^{N} \omega^{(r)}(x(1) - x^{(r)}(1)),
\] (61)

where \( \delta(x) \) is the Dirac delta function and \( \omega^{(r)} \) is the importance weight of sample \( x^{(r)}(1) \) and is given by:

\[
\omega^{(r)} \propto \frac{p(x^{(r)}(1)|x(0)) \cdot p(z(1)|x^{(r)}(1))}{q(x^{(r)}(1)|x(0), z(1))}.
\] (62)

Given a set of \( N \) weighted particles \( \{x^{(r)}(1), \omega^{(r)}(1)\}_{r=1}^{N} \) an estimate for the expected value of \( x(1) \) is given by:

\[
E[x(1)|x(0), z(1)] \approx \sum_{r=1}^{N} x^{(r)}(1) \cdot \omega^{(r)}
\] (63)

The most common choice for the importance density is the prior p.d.f \( p(x(1)|x(0)) \). However, since the prior p.d.f is independent of observations, the state space may not be efficiently explored. Indeed, for the problem considered in this section (see Problem 1) it can be observed that the probability of \( x(1) \in \{x \in \mathbb{R}^2 : x_1 = 3.3, x_2 \leq 3.8\} \) is non-null. However, by using the prior p.d.f, the probability of obtaining a sample in the region \( \{x \in \mathbb{R}^2 : x_1 = 3.3, x_2 \leq 3.8\} \) is null. In order to overcome this drawback the following choice for the importance density is proposed:

\[
q(x(1)|x(0), z(1)) = \frac{T(x(1), x(0), z(1)) \cdot p(x(1)|x(0))}{\Psi},
\] (64)

where:

\[
\Psi = \int T(x(1), x(0), z(1)) \cdot p(x(1)|x(0)) \text{d}x(1),
\] (65)

\( T(x(1), x(0), z(1)) \) is a function used to incorporate informations given by \( x(0) \) and the observation \( z(1) \) to the importance density. These informations will be given by the support of the posterior p.d.f which can be computed by solving the conditional reachability problem [28]; given \( x(0) \) and \( z(1) \), compute the set of all \( x(1) \) that can be reached from \( x(0) \) through the transition model and that can lead to \( z(1) \) through the measurement function. This set, noted by \( X_{1|1} \), represents the support of \( p(x(1)|x(0), z(1)) \), mathematically:

\[
X_{1|1} = T_{[A]}(x(0)) \cap T_{\bar{A}}^{-1}(z(1)).
\] (66)

From (29): \( T_{[A]}(x(0)) = \{x \in \mathbb{R}^2 : 1 \leq x_1 \leq 4, 2.5 \leq x_2 \leq 4\} \) and by using Algorithm 1, the inverse image of \( z(1) \) is
given by: $\mathcal{L}^{-1}(\mathcal{C})\{z(1)\} = \{x \in \mathbb{R}^2 : x_1 = 3.3, x_2 \leq 3.8\} \cup \{x \in \mathbb{R}^2 : x_1 < 3.3, 2.8 \leq x_2 \leq 3.8\}$. Thus, $X_{1|1} = R_1 \cup R_2$, where:

$$R_1 = \{x \in \mathbb{R}^2 : x_1 = 3.3, 2.5 \leq x_2 \leq 3.8\},$$

$$R_2 = \{x \in \mathbb{R}^2 : 1 \leq x_1 < 3.3, 2.8 \leq x_2 \leq 3.8\}.$$ 

Given $X_{1|1}$ the function $T(x(1); x(0), z(1))$ is defined as:

$$T(x(1); x(0), z(1)) = \begin{cases} 
\delta(x_1 - 3.3), & \text{if } x(1) \in R_1, \\
1, & \text{if } x(1) \in R_2, \\
0, & \text{otherwise}.
\end{cases}$$

**Remark 9:** Note that, in order to have a non-null probability of generating a particle in region $R_1$ the function $T(\cdot)$ has an impulsive behavior in this region.

Now, let us compute the normalization constant $\Psi$. Note that (65) can be expressed as $\Psi = \psi_1 + \psi_2$, where, (for more details on the following computations refer to Appendix A)

$$\psi_1 = \int_{R_1} T(x(1); x(0), z(1)) \cdot p(x(1)|x(0))\,dx$$

$$= \int_{R_1} \delta(x_1 - 3.3) \cdot p(x(1)|x(0))\,dx$$

$$= p_{x_1}(3.3|x(0)) \cdot \int_{2.5}^{3.8} p_{x_2}(x_2(1)|x(0))\,dx_2$$

$$= 0.2250$$

$$\psi_2 = \int_{R_2} T(x(1); x(0), z(1)) \cdot p(x(1)|x(0))\,dx$$

$$= \int_{R_2} 1 \cdot p_{x_1}(x_1(1)|x(0))\,dx_1 \cdot \int_{2.8}^{3.8} p_{x_2}(x_2(1)|x(0))\,dx_2$$

$$= 0.4125$$

where $p_{x_1}(x_1(1)|x(0))$ and $p_{x_2}(x_2(1)|x(0))$ are the marginal prior p.d.f of $x_1$ and $x_2$, respectively. Expressions for the marginal p.d.f are derived in Appendix A.

**Remark 10:** Note that, thanks to the hyperrectangles representation for the support of the posterior p.d.f $p(x(1)|x(0), z(1))$, given by $R_1$ and $R_2$, it is possible to express a multiple integral as a product of single variables integrals, whose integrating functions are the marginal p.d.f $p_{x_i}(x_i(1)|x(0))$. By definition, the integral of a marginal p.d.f is a marginal cumulative density function (c.d.f). Expressions for the marginal c.d.f are derived in Appendix A.

If $x(1)$ is sampled from the importance density (64) the probability of $x(1) \in R_1$ is given by $P[x(1) \in R_1] = \psi_1/\psi_1 + \psi_2$. Equivalently, $P[x(1) \in R_2] = \psi_2/\psi_1 + \psi_2$. Thus:

$$P[x(1) \in R_1] = 0.3529, \quad P[x(1) \in R_2] = 0.6471.$$  

The importance weight $\omega^{(r)}$ of a sample $x^{(r)}(1)$ drawn from the importance density (64) can be computed by (78), in Appendix B. Algorithm 2 describes a procedure for generating a set of $N$ weighted particles representing the posterior p.d.f of the states of the system (59)-(60).

In order to test the efficiency of the approach, a simulation was carried out, where Algorithm 2 was used to generate sets of $N = 10^2$, $10^3$ and $10^4$ particles representing approximations for the posterior p.d.f of the system states. These sets of particles were used to estimate the expected value of $x(1)$ according to (63). The expected value was also analytically computed. The results can be observed in Table I.

**Algorithm 2: Generating a set of weighted particles**

**output:** $(x^{(r)}, \omega^{(r)})_{r=1}^{N}$ (A set of weighted particles)

1: for each $r \in \{1, \ldots, N\}$ do
2: Generate a random number $u$ uniformly distributed in the interval $[0, 1]$;
3: if $u \leq 0.3529$ (see eq. (68)) then
4: $x_1^{(r)} \leftarrow 3.3$;
5: repeat
6: Generate a random matrix $A_2 \in ([2.4] \times 2.5)$;
7: $x_2^{(r)} \leftarrow A_2 \otimes x(0)$;
8: until $x^{(r)} \in R_1$;
9: $\omega^{(r)} \leftarrow \min(3.8 - x_2^{(r)}; 1)$, see eq. (78);
10: else
11: repeat
12: Generate a random matrix $A \in ([1.3] \otimes [0.4] \times 2.5)$;
13: $x^{(r)} \leftarrow A \otimes x(0)$;
14: until $x^{(r)} \in R_2$;
15: $\omega^{(r)} \leftarrow 1$, see eq. (78);
16: end if
17: end for each

**TABLE I**

**EXPECTED VALUE OF $x(1)$ (AVERAGE OVER 20 EXPERIMENTS)**

<table>
<thead>
<tr>
<th>State</th>
<th>Estimated Value</th>
<th>Analytically Computed Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>2.5883</td>
<td>2.5880</td>
</tr>
<tr>
<td>$x_2$</td>
<td>3.1530</td>
<td>3.1524</td>
</tr>
</tbody>
</table>

**V. Conclusions**

In this work, we have presented an approach based on the interval matrices to compute the inverse image of a point w.r.t. an uMPL system. The algorithm presented has complexity $O(np^{n+1})$, which is lower than the worst-case complexity of the DBM approach to compute the inverse image of a point. Although the DBM approach is more general, in the sense that it can be applied to compute the inverse image of more general set than a single point, the approach presented in this work is particularly more interesting than the DBM approach in filtering problems. As future work the authors aim to generalize the approach presented in section IV in order to develop a recursive filtering procedure for MPL systems.

**APPENDIX A**

**Cumulative and Probability Density Functions of an uMPL Equation**

Consider the uMPL equation given (25). In addition, consider that, the entries of matrix $A$ are deterministic values or random variables uniformly distributed in the intervals given by $|A|$. Thus probability density function (p.d.f) and
the cumulative density function (c.d.f) of the non-deterministic entries, noted by $p_{ij}^A(\tau)$ and $F_{ij}^A(\tau)$, respectively, are given by:

$$
p_{ij}^A(\tau) = \begin{cases} 
(\pi_{ij} - a_{ij})^{-1} & \text{if } a_{ij} \leq \tau \leq \pi_{ij}, \\
0 & \text{otherwise}, 
\end{cases}
$$

(69)

$$
F_{ij}^A(\tau) = \begin{cases} 
0 & \text{if } \tau < a_{ij}, \\
\frac{\tau - a_{ij}}{\pi_{ij} - a_{ij}} & \text{if } a_{ij} \leq \tau \leq \pi_{ij}, \\
1 & \text{if } \tau > \pi_{ij}. 
\end{cases}
$$

(70)

For the deterministic entries:

$$
p_{ij}^C(\tau) = \delta(\tau - a_{ij}), \quad F_{ij}^C(\tau) = u(\tau - a_{ij}),
$$

(71)

where $\delta(\cdot)$ is the Dirac delta function and $u(\cdot)$ is the step function. In [21, Appendix A] it is demonstrated that the cumulative density function of $z(k)$ given $x(k)$ is given by:

$$
F(z(k)|x(k)) = \prod_{i=1}^{n} F_{zi}(z(k)|x(k)),
$$

(72)

where $F_{zi}(z(k)|x(k))$ is the marginal c.d.f of $z_i$, given by:

$$
F_{zi}(z(k)|x(k)) = \prod_{j=1}^{p} F_{ij}^A(z_i - x_j). 
$$

(73)

The p.d.f of $(k)$ is obtained by differentiating (72) successively with respect to $z_1(k), \ldots, z_p(k)$, which yields:

$$
p(z(k)|x(k)) = \prod_{i=1}^{n} p_{zi}(z_i(k)|x(k)),
$$

(74)

where $p_{zi}(z_i(k)|x(k))$ is the marginal p.d.f of $z_i$, given by:

$$
p_{zi}(z_i(k)|x(k)) = \sum_{j=1}^{p} p_{ij}^A(z_i - x_j) \prod_{k=1, k \neq j}^{p} F_{ik}^A(z_i - x_k). 
$$

(75)

**APPENDIX B**

**DERIVATION OF THE IMPORTANCE WEIGHTS EQUATION**

According to (62), if the importance density is given by (64), the importance weights are given by:

$$
\omega^{(r)} \propto \frac{p(x^{(r)}(1)|x(0)) \cdot p(z(1)|x^{(r)}(1))}{T(x^{(r)}(1); x(0), z(1)) \cdot p(x^{(r)}(1)|x(0))}. \Psi
$$

$$
\propto \frac{p(z(1)|x^{(r)}(1))}{T(x^{(r)}(1); x(0), z(1))}. \Psi
$$

(76)

According to (74), for the uMPL system (59)-(60):

$$
p(z(1)|x(0)) = p_{11}(z_1 - x_1) \cdot F_{12}^C(z_1 - x_2) + p_{12}(z_1 - x_2) \cdot F_{11}^C(z_1 - x_1). 
$$

(77)

From (69) to (71), if $z(1) = 3.8$ then:

$$
p_{11}^C(z_1 - x_1) = \delta(3.3 - x_1), \quad F_{11}^C(z_1 - x_1) = u(3.3 - x_1),
$$

$$
p_{12}^C(z_1 - x_2) = \begin{cases} 
1 & \text{if } 2.8 \leq x_2 \leq 3.8, \\
0 & \text{otherwise}, 
\end{cases}
$$

$$
F_{12}^C(z_1 - x_2) = \begin{cases} 
0 & \text{if } x_2 > 3.8, \\
3.8 - x_2 & \text{if } 2.8 \leq x_2 \leq 3.8, \\
1 & \text{if } x_2 < 2.8. 
\end{cases}
$$

Hence, by substituting (67) and (77) in (76), the non-normalized weights equation is given by:

$$
\omega^{(r)}(r) = \left\{ \begin{array}{ll} 
\min\{3.8 - x^{(r)}_1, 1\}, & \text{if } x^{(r)}_1 \in R_1 \\
1, & \text{if } x^{(r)}_1 \in R_2.
\end{array} \right.
$$
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