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Abstract— This paper presents a new method to deal with the
kidnapping problem of mobile robots. By using a range sensor
and a discrete map of the indoor environment, the robot has
to determine its pose (position and orientation). The idea is to
obtain the smallest set of feasible poses compatible with the
mesurements and the map. This method is a set membership
approach based on interval analysis and constraint propagation,
which allows to get results in a guaranteed way.

I. INTRODUCTION

Robot localization is an important issue of mobile robotics,
it is a key for many applications [1], [2]. The robotics
challenge called CAROTTEH shows the matter of this prob-
lem. The objectives of that challenge is to build and to
control a robot that is able to navigate in an unknown indoor
environment and draw a map with semantic annotations (e.g.
detected objects). When the map is done, the robot is moved
somewhere in the environment (kidnapping) and has to find
the exit as fast as possible. This paper is focused on the
global localization problem.

The localization problem can be divided into two cate-
gories: the pose tracking and the global localization [3], [4].
In the pose tracking problem the robot has to find its new
pose using the knowledge of its previous pose. In the global
localization problem the robot does not have the knowledge
of its previous pose.

Most of the proposed solutions to localize a robot are
based on probabilistic estimation techniques [5]. The Ex-
tended Kalman Filter or one of its improvement is used
for pose tracking [6] and more precisely for the SLAME|
problem [7]. Particle filters [8] with for example the Monte
Carlo algorithm [9] and its spin-off [10] are used to deal
with global localization.

In this paper a set membership approach will be considered
as considered in [2], [11]. The objective is to find a domain
that includes the pose of the robot. We assumed that the
sensor yields measurements with bounded error. Hence, the
results are obtained in a guaranteed way.

The paper is organized as follows. First we present the
considered global localization problem in section In
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Fig. 1: The robot used in the CAROTTE challenge.

section [[TI] we present several tools that are used in that
paper. Section [IV] presents the grid map intersection and
contraction. Next, in section |V| we present the localization
algorithms. Section presents the results we had with a
simulator in order to show the efficiency of the proposed
method. Finally section [VII| concludes this paper.

II. THE GLOBAL LOCALIZATION PROBLEM

This section presents the context of that work and the
considered robot which moves in an environment (see [[I-B).
Finally subsection [[I-C| presents the objectives of the works.

A. The Robot

We consider a mobile wheeled robot with a laser telemeter,
figure [I} The robot’s pose p, = (x,, Yy, ;) is defined by its
location (x,,y,) and its orientation 6, in the environment.
The telemeter provides a set of measurements D = {d;}
with ¢ = 1,--- /n that correspond to the distances of the
closest obstacles in the direction ~;, figure 2] As we are in
a bounded error context we assume an error measurement
€q and an angle error ¢, due to the sensor accuracy, i.e. we
associate a guaranteed interval to each measurement [d;] =
[d;—eaq; di+eq] and angle [y;] = [y; —€4, Vi +¢&]. Moreover,
we assumed that the telemeter has a maximal range denoted
dmaz- We also consider that the robot can have an evaluation
of its moving using odometry or algorithms like ICP [12].

B. The Environment

The two dimensional environment E C R? where the
robot is moving is supposed to be known, figure [3] If not it
can be the result of a SLAM process. This environment is
discretized with a resolution ¢, ¢, and this lead to a grid



obstacle ..’

(b
Fig. 3: The environment of the CAROTTE challenge.

G composed of n x m cells (i,5). At each cell (i,j) is

associated g; ; € {0,1}:
1 if there is an obstacle in the cell (i, j),
gij =
" 0 else.

A cell (4, j) represents the following set:
{(z,y) € Elid, <x < (1+1)dg,750y <y < (j+1)d,}.
In the sequel g; ; could be abusively denoted g, , if (x,y)
is in the cell (4, j), figure [4
The figure [5] shows an example of a grid map.

C. The Objective

The aim of that work is to globally localize a robot in a
known indoor environment. It is assumed that the robot has
been kidnapped somewhere in the environment. Using its
telemeter sensor it has to find its pose. This paper proposes
a new guaranteed method based on interval analysis to find
the smallest ([z,], [y-], [f»]) compatible with the map and
sensor measurements.
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Fig. 4: Tllustration of G. The cells such that g; ; = 1 are
depicted in grey. Since the point (x1,y1) is in a grey cell we
abusively note g, ,, = 1.
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Fig. 5: An example of occupancy grid. A white cell is for

a free space (g;,y, = 0) and a grey cell means there is an
obstacle (g,y = 1).

III. INTERVAL ANALYSIS AND CONSTRAINT
SATISFACTION PROBLEM

The global localization problem will be viewed as a
Constraint Satisfaction Problem (CSP) solved using interval
analysis [13], [14], hence in this section we introduce some
definitions about interval analysis and CSP.

A. Interval Analysis
An interval vector, or a box [p] is defined as a closed

subset of R":
[p] ([x],[y],):([g,f],[y,y},)CR”
Any real number elementary operators such as +, —, x, +
and functions such as exp, sin, sqr, sqrt, can be easily
extended to intervals. For instance:
[3,4.1]x[0,1]4+[-2,8] = [0,4.1]+[-2,8] = [-2,12.1],
cos([— %, %)) = [£, 2.
We define the size of a box as size([p])
(T—y) x -, ie. let [p] = ([2,5],]1,8],[0,

size([p]) = 105.

B. Constraint Satisfaction Problem

A CSP is defined by three sets. A set of variables V), a set
of domains D for those variables and a set of constraints C
connecting the variables together:

= (T —1z) x
]) be a box,

V:{ZL’l,fEQ,"' ,Q)n}
CSP:{ D = {[z1], [z2],- -, [zn]} p - (1)
C = {017027"' ,Cm}

This kind of problem can be solved using constraint
propagation. Constraint propagation consist in reducing the
variable domains by using contractors C., associated to each
constraints c¢;.

To illustrate the propagation process, consider the follow-
ing CSP:

V = {1, 22}
D= {[xl] = [_00700]7 [.Z‘g] = [_00700}}

1 xg = 11? )

C = CQI.’El:IZQ:].

c3 Ty = —2x1 +1



Then we contract the different domains using the constraint’s
contractors. For example the contractor C, of the constraint
c1 is given by Algorithm[I] In this algorithm V corresponds
to the stop criterion of the forward-backward process. It can
be for example a number of iterations, a contraction threshold
or a combination of several parameters. We will use this
notation for the other algorithms.

Algorithm 1 C,,

Require: [z1], [z2]

1: while V do

2: (2] = [z2] N [$1]2

3 [z1] = (=] N /][]
4: end while

5: ([#7], [#3]) = ([#1], [x2])
6: return ([z7], [x3]).

Same kind of contractors can be done for constraints cs
and c3. And a solver can be obtained as follows.

Algorithm 2 Solver of CSP (2)

Require: [z1], [x2]
1: while V do

2

3

4 ([z], [z2])
5: end while

6

7

And below we give an execution of this algorithm which
proves that the solution set of CSP 2 is empty.

A, [ [
Ccz([:rl]v [1’2]) = ([07 OO]’ [07 OOD
CCS([le [-752]) = ([0’ 1/2]7 [O’ 1])
061([x1]’ [l‘g]) = ([07 1/2]’ [07 1/4])
Coe, ([21], [22]) = 0.

IV. MAP CONTRACTOR

This section is focused on the two following problems:
Let G be a discrete map and ([z], [y]) C G be a box :

« How to check that the box contains obstacles, i.e. to
check that inside ([z], [y]) it exists g, = 1.

« How to obtain the smallest box ([z*], [y*]) C ([], [y])
such that ([z*],[y*]) contains the same number of
obstacles than ([z], [y]).

A. Intersection between a box and the grid map

During the localization process the robot will have to
check if it exists intersections between the grid map’s ob-
stacles and sensor’s measurements.

true if 3z € [z],y € [y]
G N (=], [y]) = such that g, , = 1,
false else.
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Fig. 6: Output of the pre-calculation algorithm. The black
cells represent obstacles (g, = 1). Integer 7., in each
cell represents the number of dark cells in the South-West
quarter.

1) Pre-Calculation: In order to allow fast intersection
tests we add into the map some pre-computation (see al-
gorithm [3).

The idea is to record the number of obstacles in the South-
West quarter of each cell (figure [6).

Algorithm 3 Grid Map’s Pre-Calculation

Require: G = {go,0," -
1: Mo,0 = go,0
2: for : = 0 to n do
3:  for j =0 tom do

’ gn,'rn}

4: if > 0 and j > O then

5: Nij = Mij—1 — Mi—1,5-1 + Ni—1,5 + Gij
6: else

7: if j =0 and ¢ > O then
8: Mij = Ni—1,5 T Gij

9: else

10: if : =0 and j > O then
11 Mij = Mij—1 + Gij
12: end if

13: end if

14: end if

15: end for

16: end for

17: return {n; ;}

The output of algorithm [3|is the grid map G with n; ; (i =
0,--,n and ¢« = 0,---,m) representing the number of
obstacles in the South-West quarter of the cell (4, j).

2) The Function ®: Now the pre-calculated coefficient
7;,; will be used to test intersection. The function ® returns
the number of cells with g; ; = 1 that intersect an interval

vector ([z], [y])-
O([z], [y]) = 125 + Ne—b,y-6, = Nz—6,.7 — Nry—5,- (3
Then we have
Gn ([z],|y]) =
(L], ly) false else.

For instance, in the example figure
G N ([z], [y]) =true because ®([z], [y]) = 2(> 0).

true if ®([z],[y]) > 0,

B. The Map Contractor

The second problem is the following: given an interval
domain ([z],[y]) and a grid G = {g, ;} we define the map
contractor Cg such that:
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Fig. 7: An example of intersection. The light grey interval
vector corresponds to ([z], [y]), the vector we want to test,
O([z],[y]) =44+0-0—-2=2.
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Fig. 8: An example of contraction. The light grey inter-
val vector corresponds to ([z],[y]), the vector we want
to contract and the dark grey interval vector corresponds
to ([x*],[y*]) the result of the contraction: Cg([x],[y]) =

([z7]; [y"])-

Ce([z],ly]) = ([z*],[y*]) is the smallest box that
contains the same number of obstacles as ([z], [y]) (i.e
O([z], [y]) = ("], [y*]).
Figure [§] shows an example of map contraction.
Algorithm [4] is the algorithm that contracts ([z], [y]) over
the grid. It performs a binary search in order to find the
upper and lower bounds z*,Z*, y*, 5" that do not changed
the value of ®([x],[y]). It has four identical steps but only
the ™ step is detailed here.

V. THE LOCALIZATION ALGORITHM

In this section we present the global localization algorithm.
First we describe the different steps of the static localization
algorithm, then we detail each step more precisely. We finish
by presenting the complete localization algorithm.

A. The Static Localization Algorithm

Let [p,] = ([z,],[yr],[0-]) be an initial domain that
enclose the robot pose (z,,y,,0,) and d;,v;(i = 1,--- ,n)
a sef of n telemeter measurements.

d;sin(7;) .
represents a vector that point out an
dicos(7yi)

obstacle (see figure ).
Hence, the coordinates of an obstacle in the map
(w;,,w;, ) is defined by:

wy, = d;cos(0y)sin(y;) + disin(0,)cos(v;) + xr,  (4)
w;, = —d;isin(0,)sin(y;) + dicos(0,)cos(vi) + yr.  (5)

Algorithm 4 Cg

Require: ([z],[y]) and G
1 if ®([z], [y]) = O then

(=], [y]) = 0

3: else

4 /[contraction of Yy

5 Ynmid =Y Yinf =Y Y =Y

6: while 4.0 — Yinf > 2 do

’7.

8

9

0

»

Ymid = [(Ymid + Yins)/2]
if ©([z], [y, ymia]) # @([z], [y]) then

. Yinf :7ymid, Ymid = g*
10:

else
11: g* = Ymid
12: end if

13: end while
14:if @([2], [y, yins]) = ([2], [y]) then

15: Y = Yins

16:  else

17: it ©([2], [y, yins + 6y]) = ([2], [y]) then
18: Y" = Yins + 0y

19: else

20: ﬂ* = Ymid

21: end if

22:  end if

23:  //the same for y, x and T

24: end if -

25: return ([z*],[y*]) = ([, Z"], [y",T"]
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Fig. 9: The robot doing a measurement d;.

Moreover, note that we have
d? = (2, —w;i,)? + (yr — wiy)Z. (6)
Thus, the following CSP can be considered :

V= {xr7y7“a 97‘; di7’yiawi1~7wiy}a

D={
[.’L‘T] = [_OO’ +OO]’ [yT] = [—OO, +OO], [07‘] =
[0, 27],
[wi'p} = [700, +OO]’ [wtq] - [70074’00}7
[d;] =obtained from the sensor,
[v:] =obtained from the sensor}.

Cw,, : di cos(0,) sin(v;) 4 d; sin(0,) cos(v;) + 2
C = q Cw;,  —d;sin(6;) sin(y;) + d; cos(6;) cos(v;) + yr

ca; 1 df = (2 —wi,)* + (yr —w;,)?
In order to deal with this CSP three contractors are con-
sidered : C.,, Algorithm [5| ', ~Algorithm E and Cy,
Algorithm [7} Since variables occur only once n equation
|§| the contraction process converges in one step [14] for Cy;,.



Furthermore, as we have defined earlier, we have a map
contractor Cg.

Algorithm 5 C,

Require: [z], [6], [wa], [di], [vi]
1: //Initialisation
2: [a] = cos([0]), [b] = [ds]sin[y:] X [a]
3: [ = sin([0]), [d] = [c] x [di]cos]vi]
4 [e] = [b] + [d], [f] = [e] + [«]
5: while V do
//Forward

6
7 la) = [a] O [B]/([di]sinl))
8: 0] = [0] N cos™ ([a])
o [c] = ¢ N [d]/({d:]cosix)
10: 0] = [0 N sin™ " ([c])
1 [f] = [£] 0 [ws]
12 [e] = [N [f] - [a]
13 [z] = [z]N[f] —[e
14:  [b] =[b] N [e] — [d]
15: [d] =[d] N [e] — [b]
16:  //Backward
17: [a]=[a]N cos([B])
18: b] = [b] N [di]sin[yi] % [a]
19:  [c] = [¢] N sin([0])
2. [d) = [d] N[] X [di]cosl]
210 [e] = [e] N [b] + [d]
2 [f]= N[l + [2]
23 [wg] = [w] N [f]
24 end while
5: (2] [60°), [wz]) = ([z], [6], [wa])

26 return ([z*], [9*}:,[10;])

These contractors are called to solve the CSP as presented
in Algorithm [8] of which output is a set of boxes compatible
with the map and the measurements. In this algorithm £ is the
stop criteron that corresponds to the precision of the boxes.

B. The Dynamic Algorithm

The static algorithm can be not sufficient to get an accurate
estimation of the robot’s pose due to the symmetries of the
environment (the output of Ay is a set of poses). To
deal with this problem the robot has to move, to get more
information about the environment. In this point we assume
that the robot has a guaranteed knowledge of its moving.
Which means that if at the time ¢ the robot has a estimation
of its pose [p,], at 41 it can process [p;+]. If (., yr,0,) &
[P;.1) we consider that the robot has been kidnapped so it
has to start a new global localization.

Due to the lack of place, the algorithm is not given
but the general idea is the following. First the robot
has no knowledge of its pose ie. [p] is initialized with
([-00, +00], [-00, +¢], [0, 27]). The robot gets measure-
ments and processes a first static localization. As a result,
it gets a set of feasible poses. Then, the robot moves, and
for each feasible poses it calculates (thanks to a bounded
odometryEb the new pose compatible with its moving. Then,
the robot gets new measurements and can process a static

3That means the odometry is known in a bounded way. For instance the
robot moves of m € [m] meters in the direction 64 € [64]. The interval
[m] and [64] are obtained via odometry sensors.

Algorithm 6 C’w,iy

Require: [y], [6], [wy]. [di]. [7]
1: (Initialisation)

2: [a] = sin([0]), [b] = [di]sin[y] x [a]
3: [d] = cos([0]), [d] = [c] X [di]cos]vi]
& [e] = =)+ ). 1f] = [e] + o]
5: while V do
6: (Forward)
7: [0] = [0] N sin 1([a])
8 la] = la] N [8]/(di)sin]))
9 ld = [d] N [d]/([di]cos]y]
10: 0] = [0] Ncos™([c])
n fe =[Nl - [y
2 [yl = [yl O Lf — [e)
13: [b] = [b] N —[e] + [d]
14:  [d] =[d] N [e] + [b]
150 [f] = [f] 0 [wy]
16: (Backward)
17: [a]=[a]N sin([g})
18: b] = [b] N [d;]sin[vi] X [a]
19:  [c] = [¢] N cos([0])
0. [d) = [d] N[c]  [d]sinf]
21: el = [e] N —[b] + [d]
2 [f] = [f1N[e] + [
23 [wy] = [wy] N [f]
24 end whlle
5: ([y7], 107), [wy)) = ([yl [6], [wy])

26: return ([y*], [9*]:,[10;})

Algorithm 7 Cy,

Require: [z,], [yr], [wa], [wy], [di]
1: (Imtml]sdtlon)
2 o] fe] - el o = ] = o)
: d W)= d] —
(i) = [di)? — [a]2
: (Contraction in one step)

3

4

5

6 (') = [a] N [v/[d,.]
7. [b*

8

= [b] N V/1da ]|

 [wy,"] = [wy) N [yr] = [b°]

o fue'] = O T + ]

10: [we™] = [we] N [zr] — [a

1 [z,"] =[] N [a"] + [ws ]

12: return [z."], [yr"], [waz"], [wy*]

localization on each poses using the new data. The robot
moves again and so on until it is considered localized or
kidnapped.

VI. RESULTS

In this section we will present the simulation and the
results obtained.

In order to test this approach, a C++ simulator has been de-
veloped. This simulator is available at http://www.istia.univ-
angers.fr/~lagrange/ as well as a video. The considered map
is an occupancy grid with 1000 x 1000 cells corresponding
to a 10 x 10 meters environment which corresponds to the
size of the CAROTTE challenge environment, figure ??. The
precision of the grid is 1 x 1 centimetre. The sensor of
the robot does 32 measurements. Each measurements has
a bounded error ¢ = 10 centimetres, which corresponds
to a combination of ¢4 and ¢,. The maximal distance of



Algorithm 8 A, The Static Algorithm

Require: G, [-er [yT]v [97‘]7 [dl]v [’VZKZ =1, 7”)
12 £.pushl(z.]. v, 0,])]
2: while £ is not empty do
3 ([=], [y], [6]) = £.pop0)

4:  while V do

5: for i =1 to n do

6: ([z], (0], [wi,]) = Cu,, ([x], 6], [wi, ], [di], [i])
7: ([y], [0], [wi,]) = Cuw,, ([Y], 6], [ws,, ], [di], [i])
8: ([wi, ], [wi,]) = Co([wi,], [wi,])

9: ([z], [y], [wi, ], [wi, ]) = Ca, ([z], [y], [wi, ] [ws,])
10: end for

11:  end while
12: if size([z], [y], [0]) > £ then

13: bissect([z], [y], [0]) in two boxes:
14: ([#1], [1], [61]) and ([z2], [y2], [62])
5. Lpushl([za) [1n], [02])

16 Lopushl(fws], [ye], [62])]

17:  else

18: O.push([«], [y}, [0])]

19:  end if

20: end while

21: return O

the sensor is d,,q, = 1 meter, . The error of the moving
estimation (rotation and translation) of the robot is 10% of
the moving. To process the static contraction the robot does
not uses the measurements that are superior to the maximal
range of the sensor (no obstacle on the sensor’s ray). We
also consider 2 outliers in the data set of the sensor. An
outlier is defined as a measure d; < d,,q, even if there is
no corresponding obstacle in the map. To deal with these
values, we use the g-relaxed intersection [15].

Figure [I0] shows the environment and the simulated posi-
tion of the robot and the blue boxes show the set of possible
locations of the robot in the map after the first contraction.
After two moves the robot location is given with only one
box with the following size 27¢m for x,., 23c¢m for the y,. and
7° for 6. The computational time of the global localization
is less than two minutes.

= T.

Fig. 10: The environment of the simulation, the red rays rep-
resent the sensor’s measurements. The blue boxes represent
the location obtained after the first call of Ay algorithm,
i.e. the set of compatible boxes. The computational time is
50 seconds.

VII. CONCLUSION

In this paper we have shown that interval analysis could
be used to solve the kidnapping problem. This method uses a
discrete map so the time processing depends of the size of the
grid. But in fact this size influence only the pre-computation
process. The time processing of the localization algorithm
depends mainly of the number of measurements and of the
accuracy of the range sensor.

Instead of a probabilistic approach, interval analysis yields
a robust estimations and allows to deal with non linear
estimation.

The simulation results are promising and this method can
be efficient in a real context as it will be tested during the
next edition of the CAROTTE challenge (June 2011) http:
//www.defi-carotte.fr/index.phpl
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